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Transferring Information Between Marketing Campaigns  

to Improve Targeting Policies  

 

Abstract 

Targeting policies are typically trained using data from field experiments. Large experiments 
yield more training data and better targeting policies, but large experiments are costly to 
implement. We show how firms can train targeting policies using smaller experiments by 
incorporating information from past marketing campaigns. Even though the past campaigns 
may involve different marketing actions and different types of customers, the transferred 
information can enable firms to train policies that are as profitable as policies designed using 
much larger experiments. In practice, firms can maintain a corpus of past targeting policies, and 
leverage these policies in each new campaign. 

We document the benefits using field experiment data from three different firms: a luxury 
fashion retailer, a membership wholesale club, and a financial services firm. Transferring 
information between marketing campaigns consistently improves the performance of targeting 
policies. The performance improvement depends upon the size of the focal experiment. 
Transferring information is most valuable when the focal experiment is large enough to identify 
the relevant information in the source data, but small enough that the source data provides 
valuable incremental information. The performance improvement also depends upon the 
similarity between the source and focal problems. For firms with many past campaigns, we 
propose a measure that can help to prescreen potential source campaigns. 
 

 

Keywords: Marketing Analytics; Targeting Models; Transfer Learning; Conditional Average Treatment 
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1. Introduction 

Many firms want to increase the profitability of their marketing campaigns by targeting 
different customers with different marketing actions. Retailers send personalized coupons 
based on customers’ purchase histories; social networks show advertisements that vary 
depending on users’ profiles or search behavior; financial services firms offer different products 
according to customers’ investment records. These personalized solutions are directed by 
targeting policies, which segment customers by their responsiveness to different marketing 
actions.  

Targeting policies are typically trained using data from field experiments. Field experiments 
ensure both that there are groups of similar customers in the experimental sample who 
received each marketing action, and that differences in customer behavior are caused by these 
actions. However, when designing the experiments, firms face a tradeoff: large experiments 
yield more training data and better targeting policies, but large experiments can be costly (or 
infeasible). These costs may reflect the cost of the marketing actions themselves; firms incur 
costs when making outbound calls, when sending direct mail, or when purchasing digital 
advertisements. There may also be opportunity costs. If the firm has an existing targeting policy 
that is profitable, then deviating from that policy is potentially costly. The population of 
customers may also be limited; a Porsche dealer may have relatively few past customers that it 
can experiment on. All of these factors can limit the size of the initial experiments. 

We illustrate the relationship between the size of the experiment and the performance of 
targeting policies in Figure 1. The policies in Figure 1 are trained using a direct mail experiment 
conducted by a luxury fashion retailer. The experiment included two conditions (mail and not 
mail), with customers in the treatment condition receiving a catalog containing information 
about the next season’s products. We train targeting policies using different-sized random 
subsets of the data, and evaluate the average profit per customer using a holdout sample 
(additional details are provided in Section 4). Targeting policies trained with more data offer 
better performance, but obtaining large samples of experimental training data is costly. 
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Figure 1. Targeting Performance When the Training Data is Small vs. Large 

 

The figure reports the performance of targeting policies trained using different-sized random samples of 
experimental data. The performance improvements are calculated compared to a random policy. The x-
axis indicates the sample size of the training data (using a log scale). The outcome measures are indexed 
by setting the performance improvement to 100 when the sample size contains 300,000 observations. 

We propose an approach to reduce the sample size of the experimental data required for 
training targeting policies. Our approach supplements the experimental data by transferring 
information from past marketing campaigns. These past campaigns may involve different 
marketing actions and different types of customers. Despite these differences, we show that 
the potential reductions in sample size are large. For example, the performance in Figure 1 of a 
policy trained using 120,000 customers can be matched using just 50,000 customers. 

The insight motivating the proposed method is that the response of a customer to one 
marketing action may contain information about how similar customers will respond to a 
different marketing action. For example, if some customers always discard some types of 
catalogs without reading them, then the (lack of a) response to one catalog may provide 
information about the response to other catalogs. More generally, customers who discard 
catalogs may also be more likely to discards emails, and less likely to engage with other 
marketing communications. When this is true, we can transfer information from a past 
marketing campaign to help train a policy for a future campaign. We empirically demonstrate 
that the information transfer may be valuable even if: (a) the past campaigns involved different 
marketing actions, (b) the relevance of the past campaigns to the current problem is uncertain, 
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and (c) the data from these past campaigns is no longer available (as long as we can still 
observe the resulting policies).  

While our analysis focuses on direct mail campaigns sent by a luxury fashion retailer, we 
replicate our results using data from two additional firms. The first firm is a membership 
warehouse club. We study customer acquisition campaigns, in which the firm sent different 
promotions to randomly selected samples of prospective customers. The second firm is a large 
financial services firm that randomized direct mail and email campaigns to existing customers. 
These marketing communications were designed to inform the customers about the firm’s 
products and services. Together the three firms provide variation in industry (luxury goods, 
wholesale club and financial services), types of customers (existing versus prospects), value 
proposition (promotions versus information), and marketing channels (email versus direct 
mail). We document consistent evidence that augmenting training data by transferring 
information from different source problems can significantly improve the performance of 
targeting models. 

The performance improvement from transferring information varies, depending upon the 
amount of focal data available. This relationship follows an inverted U-shaped curve. When 
there is only a small amount of focal data, transferring information from source problems is 
unlikely to be effective. With very little focal data, the focal information is not sufficient to 
identify which variation in the source data is relevant. In contrast, if the focal data is large, then 
the source data provides little incremental information. Transferring information between 
marketing problems is most valuable when the size of the focal experiment is large enough to 
identify the relevant information in the source data, but small enough that the source data 
provides valuable additional information. 

Firms often have hundreds of past marketing campaigns that could serve as a source campaign 
for transferring information. This introduces a new problem; how to choose a source 
campaign? The challenge is particularly relevant when the focal experiment is small, because 
there may be too little focal data to accurately weight the information in a large set of source 
datasets. One approach is to match the characteristics of the source campaigns with the 
characteristics of the focal campaign. For example, consider a focal campaign in which, at the 
end of February, the firm will mail a postcard offering a 25% discount on footwear, to 
customers who purchased footwear in the prior 12 months. We might be tempted to choose 
source campaigns based upon the marketing channel (direct mail), the type of mailing (a 
postcard), the mailing date (end of February), the value proposition (a discount), the type of 
discount (25% off), the product category (footwear), and/or the qualifying customers 
(purchasers of footwear in the previous 12 months). However, in practice, there are a large 
number of possible characteristics to choose from, and it is not obvious which characteristics 
are most informative about the relevance of the source campaign to the focal campaign. 
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Instead, we propose a single measure that can be used to prescreen potential source 
campaigns. The measure evaluates targeting policies trained using the source dataset by 
estimating the expected profit when these policies are applied directly to the focal problem 
(without tuning the policy using any focal data). The expected profit from directly applying the 
source targeting policy indicates the incremental information in the source campaign that is 
relevant to the focal targeting problem. We show that this proposed heuristic can be used to 
predict which source campaign will contribute larger improvements when transferred to the 
focal problem. We present evidence that this measure provides a better signal identifying 
relevant source campaigns than simply comparing the attributes of the source and focal 
campaigns.  

In practice, we anticipate three types of applications. First, the proposed approach can improve 
existing targeting policies by supplementing the focal training data with information from 
previous marketing campaigns. We focus on this application in our empirical analysis. 

Second, some past campaigns include small random samples of customers that did not receive 
the marketing action. For example, the luxury fashion retailers in our study has a policy of not 
mailing to 10% of customers in each of its direct mail campaigns. These holdout samples are 
designed to measure the average performance of the marketing campaigns, but are often too 
small to train targeting models. However, by transferring information from other past 
campaigns, the small holdout samples may become sufficient. In these applications, the 
method allows the firm to train targeting policies using existing data, without conducting a new 
experiment.   

The third type of application involves targeting a new marketing action. If the firm wants to 
target an action that was never implemented in the past (e.g., a new type of promotional offer), 
then the firm will often need to start with a new experiment. By transferring information from 
past campaigns with different marketing actions, the firm may be able to use a smaller sample 
size in its initial experiment.     

In either application, when a firm finishes a new marketing experiment, it can add that 
campaign to the existing corpus of source campaigns. The corpus of past campaigns provides a 
basis for training future targeting policies. The firm can select source campaigns from the 
corpus, and tune the information transfer using a small focal experiment.    

While we use data from direct mail and email experiments in our empirical applications, we 
believe that the proposed method is both relevant and applicable to campaigns in other 
marketing channels. For example, a major obstacle to training targeting campaigns for in-
person or telephone campaigns is the cost of conducting experiments. The proposed method 
may help to reduce this cost by reducing the required sample sizes. Alternatively, while 
conducting experiments in digital channels is often relatively inexpensive, the treatment effects 



5 | P a g e  
 

tend to be smaller than in other channels, and so firms may need very large experiments to 
ensure there is sufficient training data (Lewis and Rao 2015). Our proposed approach can help 
to reduce this burden, by supplementing the training data using data from previous campaigns.  

Related Literature 

Our findings contribute to a growing literature in marketing focusing on the training of targeting 
policies. Targeting applications segment customers based upon their responsiveness to the 
firm’s marketing actions (Guelman et al. 2012; Ascarza 2018). Responsiveness to marketing 
actions is a causal phenomenon, and so it is common to use field experiments to provide 
training data for targeting policies (Dubé and Misra, 2017; Hitsch and Misra, 2018; 
Chernozhukov et al. 2018; Simester et al. 2020a). The experimental data can be used to 
estimate conditional average treatment effects (CATEs) for each customer, and a targeting 
policy can assign the action with the highest predicted effect. For example, Yoganarasimhan et 
al. (2020) use information about customer demographics and behavior to predict the 
profitability of free trial promotions of different lengths. For each customer, the targeting 
model then recommends the promotion that is expected to yield the highest profit from that 
customer. An alternative approach is to estimate the optimal action without explicitly 
estimating CATEs. For example, Li et al. (2010) uses a contextual-bandit approach to provide 
personalized news recommendations, and Urban et al. (2014) and Schwartz et al. (2017) rely on 
multi-armed bandit methods to improve the efficiency of digital advertising. 

Recent research has studied: the size of the experiments required to identify marketing 
fundamentals (Li et al. 2015; Lewis and Rao 2015), the exploration-exploitation tradeoff in 
experiments (Gittins et. al 2011; Bubeck and Cesa-Bianchi 2012), and ways to use observational 
data to supplement experimental data (Nichols 2007; Peysakhovich and Lada 2016). We show 
that data from past marketing campaigns can also be used supplement experimental data. As a 
result, firms may be able to train targeting policies either without conducting an initial 
experiment, or by greatly reducing the size of an initial experiment.  

Transferring information across domains to improve the performance of machine learning 
applications is an active research direction in computer science, where it is typically labelled 
“transfer learning” or “domain adaptation” (Pan and Yang, 2010). For example, machine 
translation systems, voice assistants, and music recommendation systems often use word 
representations pretrained using large textual corpora (Zou et al. 2013; Devlin et al. 2018; 
Caselles-Dupré et al. 2018). Computer vision applications, such as face recognition and medical 
imaging, train models on large natural image datasets and then customize these pretrained 
models for specific applications (Xiaosong et al. 2017; Ng et al. 2015).  

The idea that firms can train targeting models, by tuning a large corpus of pre-trained source 
information to a new campaign, is also related to recent research in natural language 
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processing and image recognition, which rely on pretrained deep neural networks using large 
external datasets. The neural networks are then fine-tuned to the new task (Oquab et al. 2014; 
Donahue et al. 2013). These methods are also adopted in marketing applications (Liu et al. 
2020; Burnap et al. 2020). Our empirical applications feature data from field experiments in 
non-digital business environments, which cannot leverage the benefits of pretrained neural 
networks due to the limited sample sizes in the source problems. However, our method relies 
upon pre-trained policies (or estimates of treatment effects), and transfers this information to 
the focal campaign. Because this information transfer requires only a parsimonious number of 
parameters, we can accomplish the transfer using only a small amount of focal data. 

We can also compare our research to the literature on ensemble methods (Dietterich, 2000; 
Zhou, 2012). Ensemble methods estimate multiple predictive models and then combine 
predictions from these models to fit the outcome variable. For example, in a political science 
setting, Grimmer et al. (2017) use ensemble methods to predict how message content affects 
participants with varying partisan and ideological orientations. Intuitively, different machine 
learning methods capture different variation in the data, and a combination (ensemble) of 
methods can generate a better prediction. In our research, we combine targeting policies 
estimated on different datasets. We use measures of responsiveness to firm’s actions in 
different marketing campaigns to improve performance in the focal targeting problem.  

 

2. Description of the Data and the Business Problem 

We focus the analysis on data provided by a major US luxury fashion retailer. At the time of 
study, the retailer operated physical stores in many cities, together with an online website. The 
assortment spanned men’s and women’s shoes and apparel, jewelry, accessories, and beauty 
products.  

Our data includes complete transaction histories from January 2015 to March 2020 for both the 
online and in-store channels. Transactions have customer identifiers; the online and offline 
customer identifiers are matched (by a third-party firm) using credit card and address 
information. 

The retailer regularly sends catalogs and other direct mail to its existing customers to announce 
and promote new products. The focus of this direct mail varies, and could include specific 
brands, specific product categories, or specific seasons. Between 2017-2019, the firm sent over 
450 different direct mail campaigns to different samples of customers (at different times). 

To measure the overall impact (ATE) of each direct mail campaign on incremental purchases 
and profits, the retailer conducted A/B tests. The firm held out a ‘no mail’ control sample of 
approximately 10% of the qualified households for each campaign. We received data describing 
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the criteria used to select which customers were eligible to receive the mailing, and the 
circulation files identifying households randomly assigned to the mail and no mail conditions. 

The targeting decisions for the direct mail campaigns were traditionally made using business 
rules. For example, the high-spending customers received a fashion catalog, and only customers 
with high spending in the beauty category received a beauty catalog. In 2019, the retailer began 
to use targeting models to make the circulation decisions for direct mail. The firm wanted to 
leverage past experimental data from the A/B tests to target customers based on 
responsiveness to marketing promotions. However, many of the past campaigns had too few 
customers in their holdout conditions to train new targeting policies. 

We propose supplementing the information in the focal training data with information from 
other marketing campaigns. The data from different marketing campaigns represent potential 
sources of information about customer responsiveness to marketing communications. For 
example, information from a past Fashion catalog may help to improve the targeting of a future 
Beauty catalog. We describe how to transfer information between campaigns in the next 
section, and apply the proposed method to the empirical data in Sections 4 and 5. To 
demonstrate robustness, we also replicate our primary findings in Section 6 using data from 
two additional firms: a membership wholesale club and a financial services firm. We relegate 
descriptions of these datasets to the Appendix.  

3. Transferring Information from Source Problems 

Problem Formulation 

We consider a firm that chooses which marketing action each customer should receive. We 
assume a sample of customers ℐ, and a finite action space 𝐴. Each customer 𝑖 ∈ ℐ is 
characterized by a vector of targeting variables 𝑋!. The firm wants to train a targeting policy 𝒫 
mapping targeting characteristics to marketing actions, i.e. 𝑡! = 𝒫(𝑋!), 𝑡! ∈ 𝐴. For each 
customer 𝑖 and marketing action 𝑎 ∈ 𝐴, we assume a monetary outcome 𝑌!(𝑎) if customer 𝑖 is 
treated with a marketing action 𝑎. The value of the targeting policy 𝒫 can then be defined as 
follows: 

𝑉(𝒫) =
1
|ℐ|1𝑌!(𝑡!)

!∈ℐ

 

To illustrate the notations, consider a problem faced by the retailer in our study. The retailer 
may want to decide which customers should receive a Fall Holiday catalog. If there is only a 
single version of the catalog, we can write the firm’s action space 𝐴 = {𝑛𝑜	𝑚𝑎𝑖𝑙,𝑚𝑎𝑖𝑙} = {0,1}. 
For each customer, the targeting variables 𝑋!  includes variables describing customer-specific 
purchase histories in different product categories, together with demographic indicators. The 



8 | P a g e  
 

outcomes under the two mailing conditions, 𝑌!(0) and 𝑌!(1), indicate the profits contributed by 
customers in each condition, adjusted for the mailing cost of the catalog. The goal is to 
maximize expected profit by designing a targeting policy that uses targeting variables 𝑋!  to 
separately recommend whether to mail (𝑡! = 1) or to not mail (𝑡! = 0) a catalog to each 
customer.    

We assume two inputs that the firm can use to develop a targeting policy 𝒫. First, the firm has 
a sample of “focal” training data available. The focal training data is obtained from an 
experiment in which customers were randomly assigned to a set of marketing actions 𝐴. We 
denote the experimental focal training data as (𝑎! , 𝑋! , 𝑌!), 𝑖 ∈ ℱ, where ℱ is a sample of 
customers in the experiment, and 𝑎!, 𝑋!  and 𝑌!  indicate the randomization assignment, 
targeting variables and monetary outcome for customer 𝑖. In the previous example, the focal 
training data for the Fall Holiday catalog might be obtained from either the previous year’s Fall 
Holiday campaign, or a small preliminary study at the start of the season.1 

The firm also has access to one or more “source” targeting policies 𝒫$, 𝑠 = 1,… , 𝑆. The source 
targeting policies are the policies developed for different marketing campaigns. For each source 
campaign, the firm observes actions 𝑡!$ recommended by each policy 𝒫$ for every customer 𝑖 ∈
ℐ.  We are agnostic to the approach and choice of estimator used to develop source policies, as 
long as the policies can identify a recommended action for every customer in the 
implementation sample ℐ. 

The marketing actions in the source campaigns may not closely match the marketing actions in 
the focal problem. For example, Fall Beauty and Fall Fashion campaigns in our empirical 
application both include two marketing actions: mail and not mail. However, the beauty catalog 
is substantially different from the fashion catalog in both size and appearance. While the no 
mail actions may correspond closely, the mail actions are clearly different. We can also consider 
source and focal campaigns with more substantial differences in the action space. For example, 
the focal promotion may offer “$25 off”, while the source promotion may offer “buy-one-get-
one-free”. Although the information is different, it may still indicate customer responsiveness 
to marketing promotions, and be relevant to choosing which action to take for the customers in 
the focal problem.  

The requirement that the source policy can make a recommendation for every customer in the 
focal sample is important. In the catalog mailing setting, these restrictions will generally not 
introduce an obstacle when targeting existing customers. However, it may mean that if the 
source dataset involves existing customers, and the implementation sample is a pool of 

 
1 Holiday catalogs are similar in size and appearance each year. They contain the same product categories, 
although the specific products differ. 
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prospective customers, the estimation of the treatment effects from the source data cannot 
use measures of past purchasing, as these are not available for prospective customers. 

Key Challenges 

Before introducing the proposed method for transferring information from the source to the 
focal problems, we provide two insights to help motivate the method. 

The first insight recognizes that in order to use the source policies, we need a method for 
identifying what information in the source policies is relevant to the focal problem. 
Unfortunately, because the focal training dataset is itself small, we have relatively little 
information to use for this identification. As we will see in the next section, this will have 
important implications for the performance of the resulting policy. It also has an important 
implication for the design of the transfer method. Because we have relatively little focal data, 
the method has to employ relatively few parameters to avoid overfitting. 

The second insight focuses on the type of information that we transfer. We considered 
transferring either (a) predictions of the outcome under each marketing action, (b) predictions 
about the difference in outcomes between pairs of marketing actions (CATEs), or (c) policies 
that recommend actions for each customer. We focus on transferring either treatment effects 
or policies, (b) or (c), and do not recommend transferring information about mere predictions 
of the outcome under each marketing action (a). Targeting requires segmenting customers on 
treatment effects, and mere predictions about the outcome under each marketing action may 
include information that is not relevant to the targeting policy. If a source of variation 
contributes equally to the outcomes under two marketing actions, it will contribute to 
predictions for each action, but will not contribute to the treatment effect between these two 
actions (because the treatment effect measures the difference in these outcomes). For this 
reason, if we transfer information about predictions of the potential outcomes, we risk giving 
weight to information that is not relevant to the targeting decision.  

Proposed Method for Transferring Information Between Problems 

For ease of exposition, we present a method with three simplifying assumptions. First, we 
assume that there are only two possible actions in the focal and source problems, i.e. |𝐴| = 2. 
Second, we assume a balanced focal experiment used to obtain training data, i.e. 𝑃(𝑎! = 0) =
𝑃(𝑎! = 1), ∀𝑖 ∈ ℱ. We also assume a single source problem. We discuss generalizations to 
these assumptions in the following subsection.  

The proposed method for transferring information between marketing problems inputs the 
training data from the focal experiment (𝑎! , 𝑋! , 𝑌!), 𝑖 ∈ ℱ and a source targeting policy 𝑡!$, and 
proceeds in five steps. 
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Step 1. Estimate the focal targeting policy on K-folds 

We randomly split the sample ℱ into 𝐾 folds, ℱ%, 𝑘 = 1,… , 𝐾.	 For each 𝑘, we estimate a 
separate targeting policy 𝒫% on (𝐾 − 1) folds and assign a recommended action on the held-
out sample ℱ%. In our empirical application, we assume 𝐾 = 20 and estimate targeting policies 
𝒫% using the indirect Lasso method.2 However, the choice of estimation method at this stage 
does not affect the remaining steps in the procedure. 

The first step yields the cross-validated policy 𝑡!&'  estimated on the focal dataset for all 
observations 𝑖 ∈ ℱ. We note that for each individual customer 𝑖, the targeting variables 𝑋!  and 
the outcome 𝑌!  are not used to train the prediction models for potential outcomes 𝑌E(%(0; 𝑋) 
and 𝑌E(%(1; 𝑋). This helps to avoid overfitting in Step 3. 

Step 2. Calculate the expected profit for the focal, source, and inverse source targeting policies 

We use the Horvitz–Thompson estimator (Horvitz and Thompson 1952) to estimate the 
expected profit of the cross-validated focal targeting policy, source targeting policy and the 
inverse source policy on the focal training data ℱ: 

𝜋$ =
1

|ℱ|/2	1𝑌! ⋅ 𝐼[𝑡!$ = 𝑎!]
!∈ℱ

 

𝜋$̅ =
1

|ℱ|/2	1𝑌! ⋅ 𝐼[𝑡!$̅ = 𝑎!]
!∈ℱ

	

𝜋+, =
1

|ℱ|/2	1𝑌! ⋅ 𝐼[𝑡!&' = 𝑎!]
!∈ℱ

 

where �̅� indicates the inverse source targeting policy 𝑡!$̅ = 1 − 𝑡!$. Including the inverse 
targeting policy recognizes that the action space in the source and focal problems might not be 
perfectly aligned (see later discussion). 

Step 3. Estimate the combined focal targeting policy 

Find 𝛼O	to solve the following maximization problem: 

max
-

1
|ℱ|/21𝑌! ⋅ 𝐼S𝑤$(𝛼) ⋅ 𝑡!$ +𝑤$̅(𝛼) ⋅ 𝑡!$̅ +𝑤+,(𝛼) ⋅ 𝑡!+, ≥ 0.5X

!∈ℱ

, 

 
2 In particular, we fit a Lasso model 𝑌"!"(𝑡, ; 𝑋)	on (𝐾 − 1) folds to approximate potential outcomes 𝑌"!"(0; 𝑋) and 
𝑌"!"(1; 𝑋), and assign recommended actions to the customers in the held-out sample using a rule 𝑡#$% =
𝑎𝑟𝑔𝑚𝑎𝑥&	𝑌"!"(𝑡; 𝑋#) for all 𝑖 ∈ ℱ". The Lasso model includes the treatment assignment 𝑡#, descriptive variables 𝑋#, 
and the interaction terms 𝑡# ∗ 𝑋# . 
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where 𝑤.(𝛼) =
/'()

/'(*0/'(*+0/'(,-
, 𝑞 ∈ {𝑠, �̅�, cv} 

The objective function in this maximization problem is the expected profit under the targeting 
policy in which we mail if 𝑤$(𝛼) ⋅ 𝑡!$ +𝑤$̅(𝛼) ⋅ 𝑡!$̅ +𝑤+,(𝛼) ⋅ 𝑡!+, ≥ 0.5, and do not mail 
otherwise. Similar to Step 2, we use the Horvitz–Thompson estimator to calculate the expected 
profit. The exponential terms allow us to vary the weights attributed to any number of source 
and focal policies, while using a single parameter α. We rely on a grid search to find the optimal 
value 𝛼O.  

Step 4. Estimate the focal targeting policy on the entire focal training data 

We fit a Lasso models on the entire focal training data ℱ to predict potential outcomes 𝑌E(0; 𝑋) 
and 𝑌E(1; 𝑋), and define a targeting policy:  

𝑡!1 = 𝑎𝑟𝑔𝑚𝑎𝑥2	𝑌E(𝑡; 𝑋!) for all 𝑖 ∈ ℱ. 

Compared to Step 1, we use the entire sample to design a single policy, instead of 𝐾 separate 
policies for 𝐾 cross-validation folds. 

Step 5. Assign recommended actions to all customers 

We use 𝛼O estimated in Step 3 to assign actions to customers in the implementation sample: 

𝑡!∗ = 𝐼S𝑤$(𝛼O) ⋅ 𝑡!$ +𝑤$̅(𝛼O) ⋅ 𝑡!$̅ +𝑤+,(𝛼O) ⋅ 𝑡!1 ≥ 0.5X	for	all	𝑖 ∈ ℐ 

Discussion 

Our paper aims both to demonstrate that transferring information between marketing 
campaigns can improve targeting policies, and to investigate the boundaries of this 
opportunity. A systematic comparison of different methods for transferring information is 
beyond the scope of the paper; we see this as an important future research direction. Because 
different applications may require adjustments to the proposed method, we discuss several 
possible variants below.   

The first variant is to allow estimation with multiple source policies. When there is little focal 
data available, the parsimony in the number of parameters is important to avoid over-fitting. 
We combine multiple source policies by incorporating profit-based weights in Step 3 with a 
single parameter 𝛼. We considered different ways to introduce regularization. For example, an 
alternative approach is to fix the weight for the focal dataset, and then estimate joint or 
separate weights for each of the source datasets. As long as the number of source datasets is 
not too large, this yields only a modest increase in the number of parameters, while allowing 
more flexibility in the weights.  

Relatedly, we can consider different ways to address the ambiguity in the correspondence 
between the actions in the source problems and actions in the focal problem. For example, the 
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focal problem may choose between a buy-one-get-one free promotion, and a buy-one-get-one 
50% off promotion, but the source data included a $25 discount and a 20% discount. It may not 
be obvious which of the source promotions correspond to each of the focal promotions. This 
could potentially result in a negative correlation between estimates of the treatment effects 
from the focal and source datasets. The exponential weighting approach does not allow for 
negative coefficients, so we incorporate the inverse source policy into the method. 
Alternatively, we could fix a weight for the focal targeting policy 𝑡!&'  and 𝑡!1, and then directly 
estimate separate weights to use for each of the source datasets.3 

Increasing the number of parameters to flexibly incorporate multiple source campaigns and the 
inverse source policies can make the grid search in Step 3 computationally intensive. As an 
alternative to using the grid search, we could implement our transfer learning approach using a 
stochastic targeting policy value (Sutton et al., 1999; Silver et al., 2014). Stochastic targeting 
policies assign actions probabilistically for each customer, based upon the targeting variables 
𝑋!. A major advantage of the stochastic policy optimization is that we can use gradient methods 
to optimize 𝛼O. However, the convergence properties of this optimization are less well-
understood, and so we opt for deterministic policies in this proof-of-concept. 

While we have focused on transferring targeting policies from different source problems, we 
could instead transfer estimated treatment effects. Targeting policies reduce the information in 
the treatment effect to a binary indicator identifying which policy is predicted to be optimal. By 
transferring policies instead of treatment effects, we may forgo relevant information. However, 
we also recognize that the firm cares about choosing the optimal action; and to do so it may 
not need to accurately predict the treatment effect.4 Consider an example in which the 
estimated treatment effect for a customer is large, so that one action clearly dominates. 
Whether that action dominates by a large margin or a very small margin is not relevant to the 
design of the optimal policy. However, if the magnitude of this dominance influences the 
weights attributed to each dataset, this will distort the resulting policy. 

An additional benefit of transferring policies is that we do not need access to the original data 
used to train that policy. Data from past campaigns may be inaccessible, or past policies may 
rely in part upon intuition or data that is not formally structured. Our method is also agnostic to 
the way the policy was trained. As long as we have a past policy that can be applied to the 
implementation data, then we can transfer information from that past policy. 

 
3 Another option is to check the sign of the correlation between the predictions of the source and focal treatment 
effects before mapping the actions in the source data to the focal actions. 
4 Targeting policies do not necessarily require estimating heterogenous treatment effects. For example, softmax 
value-based (Rummery and Nirajan, 1994) and policy-search methods (Williams 1992) identify optimal actions 
without explicitly estimating treatment effects. Transferring policies thus also increases the applicability of the 
proposed method. 
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We could use other estimators to calculate the expected profit for different targeting policies in 
Steps 2 and 3 (e.g., the Hajek estimator). The Horvitz-Thompson estimator is unbiased and can 
support estimation with unbalanced experiments by applying inverse probability weighting. The 
inverse probability weighting is relevant to many marketing applications, as A/B tests used to 
train the targeting policies often implement an unbalanced design. 

Finally, marketing campaigns often send multiple versions of the promotions. For example, the 
firm can decide whether to mail a $-discount, to mail a %-discount, or to not mail to different 
customer segments. Our approach for transferring information between marketing problems 
can accommodate many actions by redefining targeting policies to compare action-specific 
scores in Steps 3 and 5, and adjusting the profit estimates in Steps 2 and 3. We provide an 
example of the estimation with three marketing actions in the Appendix.  

4. Demonstrating the Value of Transferring Information 

We begin by revisiting Figure 1, which we presented in the Introduction. Figure 1 demonstrates 
that the performance of a targeting model improves as the size of the training data increases. 
We produced Figure 1 using 431,159 customers in the randomly assigned treatment (mail) and 
control (no mail) conditions for the 2018 Fall Holiday catalog at the luxury fashion retailer 
(Section 2). We randomly selected 30% of the customers to use as a holdout validation sample, 
and then used varying subsets of the remaining customers to train targeting policies. The 
targeting policies selected customers to receive the catalog. We repeated the evaluation using 
multiple splits of the data into training and validation samples.5   

We can use the same context to illustrate how transferring information between marketing 
campaigns can improve performance. In particular, we follow the procedure described in 
Section 3, to supplement the Fall Holiday training data using policies trained with data from the 
2018 Fall Fashion catalog. The Fall Holiday and Fall Fashion catalogs featured products from 
different price ranges and had substantially different mailing costs due to a different page 
count. The business rules used to qualify customers for the two catalogs were also different, 
resulting in different, though overlapping, samples of customers. As a result, the targeting 
policy used for the Fall Fashion catalog was not optimal if directly applied to target the Fall 
Holiday campaign. 

We report the indexed performance of the Transfer Policy and the Focal Data Only benchmark 
in Figure 2. The analysis in Figure 2 uses three datasets:  

Source Data: the treatment and control samples from the Fall Fashion catalog. 

 
5 See Simester et al. (2020b) for a description of how to design and evaluate a targeting policy using separate 
samples of experimental data.  
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Focal Training Data: the 70% subset of the treatment and control samples from the Fall 
Holiday catalog. 

Validation Data: the 30% subset of the treatment and control samples from the Fall 
Holiday catalog. 

The Transfer Policy is a policy in which we transferred information from the Fall Fashion catalog 
to improve targeting for the Fall Holiday catalog; the Focal Data Only benchmark is trained 
using only the focal data. To investigate where the Transfer Policy outperforms the Focal Data 
Only benchmark, we randomly select different-sized subsamples of the focal training data and 
use the x-axis in Figure 2 to denote the size of the focal training dataset. The size of the source 
data and the validation data are both fixed.  

 
Figure 2. Indexed Performances of the Focal Data Only and Transfer Policy 

 
The figure reports the performance improvement of a Focal Data Only policy trained using only the focal 
data, and a Transfer Policy that transfer information from a separate source campaign. The performance 
improvements are calculated compared to a random policy. Different sized focal data training samples 
were randomly selected, and the x-axis indicates the sample size of the training data (using a log scale). 
The outcome measures are indexed by setting the performance of the Focal Data Only policy to 100 when 
the focal data contains 300,000 observations.  

 

The performance of both policies is compared to the random policy, which assigns mail and no 
mail decisions to each customer with equal probability. We indexed the performance by setting 
the performance improvement of the Focal Data Only policy to 100 when the sample size of the 
focal training data is largest (300,000 observations).  
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Figure 2 reveals that the Transfer Policy, where we supplemented the focal training data with 
information from a different campaign, consistently outperforms policies trained using only the 
focal training data. The improvement is particularly notable as the customers in the focal 
training data and validation data are equivalent (due to randomization), and the marketing 
actions in the focal training data and validation data are identical (by construction). As a result, 
the Focal Data Only policy is a relatively strong benchmark. Still, Figure 2 demonstrates that 
data from a different experiment involving mailing a different catalog to customers selected 
using different business rules, can help to improve the targeting policy.   

The improvements are important. As we discussed in the Introduction, the Transfer Policy with 
50,000 customers yields the same performance as the Focal Data Only policy with almost 
120,000 customers. This represents a 58% reduction in the required sample size. 

The performance improvement in Figure 2 depends upon how much focal training data is 
available. We illustrate this more clearly in Figure 3, by reporting how the difference in the 
performance of the Transfer Policy and Focal Data Only benchmark varies with the size of the 
focal training data.  

Figure 3. Performance Improvement and the Size of the Focal Training Dataset 

 
The figure reports the difference in the performance of the Transfer Policy and the Focal Data Only policy 
when varying the number of observations in the focal training data. The performance of each policy is 
illustrated separately in Figure 2. The x-axis indicates the sample size of the focal training data (using a log 
scale). The outcome measures are indexed by setting the performance of the Focal Data Only policy to 
100 when the focal training data contains 300,000 observations.  



16 | P a g e  
 

 

The performance improvement exhibits an inverse-U shaped pattern as the sample size of the 
focal training data varies. When the sample size of the focal dataset is too small, there is not 
enough information to identify what variation in the source data is relevant to the focal 
problem. For this reason, even though the source data contains relevant information, we are 
not able to isolate this information and use it to improve the targeting policy. At the other 
extreme, when there is a lot of training data, the source data provides little incremental 
information that is relevant to the focal problem, beyond the information contained in the focal 
data itself.  

The inverse U-shape relationship holds even if we consider an ideal (hypothetical) setting 
where the source data is identical to the focal data. If the amount of focal training data is too 
small, we cannot distinguish whether the relevance of the information in the source data is high 
or low. As the amount of focal training data becomes smaller, the weights attributed to the 
source data and focal data (in Step 3) become random, which undermines the quality of the 
combined policy. At the other extreme, if the focal training data is very large, the incremental 
value of the source data (even ideal source data) diminishes as the room for improvement 
becomes smaller. 

The implication is that transferring information from source datasets is most likely to improve 
the performance of a targeting policy when the focal data is small – but not too small. We need 
enough information about the focal problem to know what source information to transfer. 
However, the information in the focal dataset must be at least somewhat incomplete, 
otherwise the source information provides no incremental value. 

5. Pre-Screening Potential Source Policies  

Recall that our proposed approach for transferring information estimates the value of the 
source targeting policy 𝜋$ and the value of the inverse source policy 𝜋$̅ when these policies are 
directly applied to the focal problem, without adjustments. Targeting policies that yield a higher 
profit on the focal data sample receive a higher weight in the combined policy. Intuitively,	𝑉$ =
max(𝜋$, 𝜋$̅) characterizes the amount of information about the focal problem that is contained 
in the source targeting policy. We refer to 𝑉$ as the Direct Transfer Value and propose using this 
measure to prescreen which past campaigns are attractive candidates for use as source data.6 

 
6 This measure was motivated in part by a method commonly used in the direct mail industry for choosing mailing 
lists when prospecting for new customers. The characteristics of candidate mailing lists vary on many dimensions, 
and it is not obvious which characteristic is most informative about fit with the firm. Instead of choosing mailing 
lists based upon the characteristics of the mailing lists, many firms request a small random sample of customers 
from the mailing list. If the overlap between this sample and the firm’s existing customers is high (i.e. over 5% of 
the random sample are already customers), this indicates that the fit of the mailing list is high.  
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In Figure 4, we demonstrate the importance of prescreening the source campaigns, by inducing 
random noise to the source policy used in Figure 3. The x-axis indicates the sample size of the 
focal training data, and the y-axis represents the scaled performance improvement. The dark 
grey solid line corresponds to the Transfer Policy trained using the non-transformed source 
policy (this is the same policy that we present in Figures 2 and 3). The new lines represent the 
Transfer Policy when adding random noise. When 100% of the Transfer Policy is random, the 
source targeting policy recommends mail and no mail actions with equal probability and is 
completely uninformative. Other Transfer Policies in Figure 4 are trained using source policies 
that are mixtures of the original source policy and random.7  

 

Figure 4. The Direct Transfer Value and Robustness to Randomized Policies 

 
The figure reports the difference in the performance of different versions of the Transfer Policy compared 
to the Focal Data Only policy, when varying the number of observations in the focal training data. The 
Transfer Policies are trained using source policies with different percentages of random 
recommendations. The x-axis indicates the sample size of the focal training data (using a log scale). The 
outcome measures are indexed by setting the performance of the Focal Data Only policy to 100 when the 
focal training data contains 300,000 observations.  

 

Figure 4 contains several findings of interest. As a preliminary observation, we again see that 
transferring information is less valuable when the focal training data is either too small or too 

 
7 The random component chooses mail and not mail with equal probability. In Figure 4, we simply replace the 
recommended action with the random action for 25%, 50%, 75% or 100% of the observations. 
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large. As we have discussed, small focal training data does not identify the informative signal in 
the source policies, and the resulting Transfer Policy is no better than random. Alternatively, 
transferring information with large focal training data provides little performance 
improvement, because the source policies contain little incremental information over the 
information already in the focal data.  

For a moderately large focal training data, we observe performance gains due to transferring 
information when Transfer Policies are less noisy. The source policy without induced random 
noise yields the largest difference between the Focal Data Only and Transfer Policy for any 
considered sample size. On the other side, transferring a fully random source policy yields a 
policy which is worse than Focal Data Only. A random source policy adds noise and no 
informative signal to the focal training data and undermines performance (due to the finite 
samples). 

Non-informative source policies present a challenge for transferring information with small 
focal experiments. The focal training data may be insufficient to distinguish informative and 
non-informative signals. The Direct Transfer Value, 𝑉$, can help to pre-screen which source 
campaigns are more likely to provide valuable information about the focal problem. This is 
illustrated by the performance of the perturbed policies in Figure 4. With no random 
component, the Direct Transfer Value 𝑉$ = 2.0, indicating that direct transfer outperforms the 
benchmark random policy by	2%. As the percentage of random recommendations in the source 
policy increases to 25%, 50%, 75% and 100%, the value of 𝑉$ decreases to 1.4, 0.8, 0.2 and -0.3 
(respectively).8 

In Figure 5, we provide additional evidence that the Direct Transfer Value can help to pre-
screen source policies. Recall that our data includes many direct mail campaigns conducted by 
the luxury fashion retailer in 2017-2019. We use the 2018 Fall Holiday catalog as the focal 
campaign. As potential source datasets, we evaluate 242 campaigns that concluded prior to the 
in-home date for this focal campaign. For every source campaign, we estimate a Direct Transfer 
Value and the performance improvement of the Transfer Policy over the Focal Data Only policy. 
In Figure 5, we plot the performance improvement when separately transferring each of these 
source campaigns to the focal campaign. Each point in the figure represents one of the 242 
source campaigns. The x-axis describes the Direct Transfer Value for each campaign, while the 
y-axis reports the performance improvement when transferring information to the focal 
problem (compared to just using the focal data alone). The focal training data includes 190,000 
customers, which represents a moderately large focal training data.  As a robustness check, we 
repeated the analysis using 80,000 customers in the focal training data. The findings are 
consistent. 

 
8 For confidentiality reasons, we scale the estimated profit by the performance of the random policy. 
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The pair-wise correlation between the Direct Transfer Value and the performance improvement 
is 0.71; source policies with larger Direct Transfer Values tend to result in larger performance 
gains. In our application, all source policies with a Direct Transfer Value exceeding 1.08 yield a 
positive performance improvement, and provide good candidates for transferring information.9 

Figure 5 also confirms our earlier observation that transferring information from non-
informative source campaigns can worsen performance of the targeting policies. Transfer 
Policies with low Direct Transfer Values often perform worse than the Focal Data Only policy. 
Non-informative source campaigns add noise to the estimation approach in the focal campaign, 
so the performance deteriorates with finite samples. 

Figure 5. Value of the Direct Transfer and Robustness to Randomized Policies 

 
The figure compares the direct transfer value and the performance improvement of the Transfer Policy 
over the Focal Data Only policy for different source datasets. The focal campaign is the 2018 Fall Holiday 
catalog and the focal training data includes 190,000 customers. The Transfer Policies are trained using 
source policies trained for different marketing campaigns. The performance improvement is indexed by 
setting the performance of the Focal Data Only policy to 100 when the focal training data contains 300,000 
observations. The Direct Transfer Value indicates the percent improvement of direct transfer over the 
random benchmark. Each point represents a single source policy, and the picture includes 242 points.  
 

Table 1 provides examples of several source campaigns with large Direct Transfer Values. The 
range of campaigns is notable. Recall that the focal campaign in our analysis is the 2018 Fall 
Holiday catalog. As expected, the 2017 Fall Holiday catalog is among the most informative 

 
9 In our setting, the 1.08% improvement over the random benchmark corresponds to over $1 in incremental profit 
per customer. 
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source campaigns. Retailers would typically use this campaign as a training data for the new 
targeting policy in fall 2018. Other informative campaigns include the Fashion catalogs, Father’s 
Day catalogs, together with postcards offering invitations to special events, promotions 
designed to reactivate lapsed customers, and loyalty card promotions. These campaigns 
communicate different marketing messages, have different formats (postcard or catalogs), and 
address different customer strata. 

Table 1. Examples of Informative Source Campaigns 

Description Format Season Direct Transfer 
Value 

Performance 
Improvement 

(Figure 5) 

Holiday Catalog Catalog Fall 2017 1.89 $41.71 

Fashion Catalog Catalog Spring 2017 
Fall 2017 

Spring 2018 

1.41 
1.98 
1.80 

$11.60 
$24.31 
$24.31 

Father’s Day Catalog Catalog Spring 2017 
Spring 2018 

2.07 
1.32 

$29.01 
$26.80 

Invitation to the Loyalty 
Program 

Postcard Summer 2017 1.34 $9.94 

Reactivate Lapsed Customers Postcard Spring 2018 1.40 $9.39 

Final Sale and Friends & 
Family Events 

Postcard Spring 2017 
Summer 2018 

1.52 
1.42 

$19.89 
$30.11 

Valentine’s Day Event Postcard Winter 2017 1.72 $27.35 

The table describes the characteristics of several source campaigns with large Direct Transfer Values when the 
focal campaign is the 2018 Fall Holiday catalog. The focal training data includes 190,000 customers. 

We further explore how characteristics of the source policies relate to the performance 
improvements in Table 2. We consider the 242 source marketing campaigns that concluded 
prior to the focal problem (Figure 5) and provide a regression analysis of the performance 
improvement on the observed characteristics of the marketing campaigns. The characteristics 
include the time difference between the source and focal campaign in-home dates, the number 
of customers in the source campaigns, and the format of the direct mail campaign (catalog or 
postcard). 
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Table 2. Performance Improvement for Different Source Marketing Campaigns 

 DV: Performance Improvement  
(over Focal Data Only policy) 

 (1) (2) (3) 

Intercept -5.709**  
(0.636) 

-5.879†  
(3.340) 

-11.868**  
(2.393) 

Direct Transfer Value 12.228**  
(0.787) 

 12.059**  
(0.780) 

Time Between Source and Focal 
Campaigns (in months) 

 -0.041 
(0.104) 

-0.033 
(0.074) 

Number of Customers in Source 
Campaign (log) 

 0.792**  
(0.294) 

0.635**  
(0.208) 

Indicator for Catalog  2.237 
 (1.611) 

0.713 
(1.143) 

R2 0.502 0.039 0.522 

The table reports the relationship between the characteristics of the source targeting policies and 
the performance improvement attributable to information transfer. The focal campaign is the 2018 
Fall Holiday catalog and the focal training data includes 190,000 customers. The analysis includes 
242 source campaigns concluded prior to the focal problem. Standard errors are in parentheses. 
**Indicates significantly different from zero (p < 0.01). *Indicates significantly different from zero 
(p < 0.05). †Indicates significantly different from zero (p < 0.10). 

Table 2 confirms that the Direct Transfer Value provides a strong signal of which source 
campaigns yield the largest profit improvements. A linear model with the intercept and the 
Direct Transfer Value explains half of the variance in the performance improvement (𝑅4 =
0.502; Column 1).  

In Column 2, we observe that the performance improvement tends to be larger for the source 
campaigns that contain more customers. The performance improvement from the campaigns 
that are more recent and that have the same format as the focal campaign also tend to be 
larger, but these relationships are not statistically significant. Collectively, the descriptive 
characteristics of the source campaigns provide a weaker signal than the Direct Transfer Value 
about which source policies will yield the largest performance improvement (compare 𝑅4 in 
Column 3 and Column 1). We conclude that the Direct Transfer Value can serve as a useful 
indicator to pre-screen which source campaigns to focus on when training a targeting policy for 
a new campaign. 
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6. Replicating the Findings at Two Different Firms 

To demonstrate the robustness of our results, we replicate the primary findings at the luxury 
fashion retailer using data from two different firms: a membership wholesale club and a large 
financial services firm. There are many differences in the targeting problems faced by these 
three firms. The differences extend beyond just their industries, to include differences in the 
stage of the customer life cycle, the value propositions in the marketing actions, the marketing 
channels, the size of the treatment effects, the size of the action space, and the unit of analysis.  
We summarize these differences in Table 3 (additional details are provided in the Appendix).  

 

Table 3. Differences Across the Three Firms 

 Luxury  
Fashion Retailer 

Membership 
Wholesale Club 

Financial                 
Services Firm 

Industry Luxury fashion Discount groceries 
and hard goods 

Financial services 

Campaign Goal Sell next season’s 
products to existing 
customers 

Attract new 
customers 

Information about 
products and services 

Target market Existing customers Prospective 
customers 

Existing customers 

Unit of Analysis Customer Zip Code Customer 

Value Proposition Information about 
new products  

Discounted 
memberships 

Information about 
additional services 

Marketing Channel Direct mail  Direct mail Email 

Treatment Effects Large Medium Small 

Action Space Mail, No Mail Mail Promotion A, 
Mail Promotion B,   
No Mail 

Mail, No Mail 
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The replications follow the analysis presented in Section 4. For each firm we identify a single 
focal campaign with experimental variation in treatment and control assignment. We then 
iteratively randomly divide the focal data into focal training and validation (holdout) data, train 
Focal Data Only policies using different sized subsamples of the focal training data, and 
evaluate the resulting policies on the holdout data. We then identify a separate campaign to 
use as a source dataset, and transfer information from the source data to the focal problem, 
using the method described in Section 3. We refer to the policies that incorporate the 
transferred information as Transfer Policies.  

In the membership wholesale club analysis, the focal and source campaigns both targeted 
prospective customers with postcard promotions. Both campaigns included three marketing 
actions (two types of promotional offers and a no mail control). However, there were also 
important differences between the focal and source campaigns. In the focal campaign, the 
promotions were sent by postcard, while in the source campaign, the promotions were 
highlighted on the front and back covers of a 48-page book of discounted coupons. Moreover, 
the geographic coverage was different. Customers in the source dataset were concentrated in 
two geographic regions, while customers in the focal dataset were spread across 100 regions 
(just 2% of the regions overlapped).  

In the financial services study, the focal and source campaigns informed existing customers 
about the same new products and services. The two campaigns were conducted in different 
marketing channels: the source campaign was conducted using email, while the focal campaign 
was conducted using direct mail. The customer bases were also different, with the email 
campaign including substantially more customers than the direct mail campaign.   

Because the experiments at the wholesale membership club focus on prospective customers, 
who have no purchasing histories, the company only had access to aggregate demographic 
measures to train a targeting model. We aggregated observations and the outcome measures 
to the zip code level, and the analysis was conducted at this level. At the luxury goods retailer 
and the financial services firm, the analysis was all conducted at the customer level.  

Figure 6 compares the performance of the targeting policies with and without information 
transfer. The findings in these replications mimic the pattern in Section 4. Transferring data 
from a separate source problem improves the performance of targeting policies at both firms. 
The performance improvement is particularly large when the size of the focal data is 
moderately large. As we discussed, transferring information from a separate source problem 
requires enough information about the focal problem to know which information in the source 
dataset is relevant to the focal problem. However, if the size of the focal training data is very 
large, there is less incremental value provided by the information in the source dataset. 
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Figure 6. Replications at Two Additional Firms 

(a) Wholesale 
Membership 
Club 

 

(b) Financial 
Services Firm 

 
The figure reports the performance of a Focal Data Only policy trained using only the focal data, and a 
Transfer Policy that transfer information from a separate source campaign. The focal campaign is the 2018 
Fall Holiday catalog. The performance improvements are calculated compared to a random policy. The x-
axis indicates the sample size of the training data (different sized samples were randomly selected). The 
outcome measures are indexed by setting the performance of the Focal Data Only policy to 100 when the 
focal data contains the entire available sample. 

The replication is particularly reassuring given the many differences in the targeting problems 
faced by the three firms (Table 2). It suggests that the benefits of the proposed approach 
generalize to different marketing settings.  

7. Conclusion 

Firms face a challenge when designing experiments to train targeting policies: large 
experiments provide more training data and yield better targeting performance, but large 
experiments are often costly or infeasible. We proposed an approach to train targeting policies 
by supplementing small experimental training data with information from prior marketing 
campaigns. Our approach combines information across marketing campaigns to improve the 
performance of targeting policies. We apply the proposed approach to data from a luxury 
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fashion retailer and demonstrate the robustness of the effect by replicating the findings at a 
financial services firm and a membership wholesale club.   

Transferring information between marketing campaigns is particularly valuable when the focal 
experimental data is neither too small nor too large. If there is too little focal data, the methods 
cannot identify what information in the source targeting policies is relevant to the focal 
problem. The benefits of transferring information are also eroded if the sample size of the focal 
training data is large, so that there is less potential for incremental improvement.  

The value of information transfer also depends upon the relevance of the source marketing 
campaign(s) to the focal targeting problem. Incorporating non-informative marketing 
campaigns into the estimation approach with small focal training data can worsen the 
performance of the targeting models. We propose a profit-based measure to pre-screen 
potential source campaigns. 
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Appendix A. Replication at the Membership Wholesale Club 

The membership wholesale club retailer in our replication analysis is a large chain of US 
wholesale clubs. Customers are required to have memberships in order to shop at this retailer’s 
stores. We use data from two experiments, both of which were designed to encourage new 
customers to sign up for memberships.  

In both experiments, customers were randomly assigned to receive one of three marketing 
actions:   

1. Promotion 1: $25 discounted membership 
2. Promotion 2: 120-day free-trial membership 
3. Control: no intervention  

The source experiment used in our replication analysis was conducted in Spring 2015. The 
promotions were highlighted on the front and back cover of a 48-page catalog of discounted 
coupons. The treatments were repeated twice, approximately six weeks apart (customers in the 
promotion conditions received the same promotion offer twice). The customers were all 
located in zip codes clustered around two of the regions in which the retailer had stores. 
Additional details of this experiment are described in Simester et al. (2020a). 

The focal experiment was conducted approximately 12-months later, in Spring 2016. In this 
experiment, the promotions were sent to prospective customers using a postcard, which was 
printed on both sides, and highlighted the offer on each side. Customers in the focal 
experiment were located in a much larger set of regions, with just 2% of the households in the 
focal experiment located in the same geographic area as the source experiment. The 
treatments were again repeated twice, although in this case the second wave of mailings was 
just three weeks after the first wave. 

The source data experiment included a total of 412 zip codes, while the focal data experiment 
included 2,558 zip codes. The 2,558 zip codes and three treatments in the focal data yielded 
7,674 data points. These observations were randomly grouped into two sub-samples: 3,837 in 
the Focal Training Data and 3,837 in the Validation Data. 

In both experiments, the outcome variable measured the average profit earned from each 
customer (we assumed a mailing cost of $0.45). This customer-level variable was aggregated up 
to the 5-digit zip code level, and all of the analysis was conducted at the zip code level. For each 
experiment, the initial targeting policies were estimated using Lasso. The source and focal 
models included the same set of ten demographic variables. 
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 Appendix B. Replication at the Financial Services Firm 

Our replication analysis uses data from a large US financial institution. The data contains 
anonymized, account-level information about customers’ financial holdings. 

In both experiments, existing customers were randomly assigned to receive one of two 
marketing actions:   

1. Treatment: information about financial products and services 
2. Control: no intervention  

The source experiment was conducted in April 2017. In this experiment, the information was 
provided to customers in the treatment condition through an email. The sample size was 
211,642 households. 

The focal experiment was conducted in the same month and year as the source experiment 
(April 2017), and included information about the same financial products and services. In this 
experiment, the information was provided to customers in the treatment condition using a 
letter sent by US mail. The customers in the source and focal experiments did not overlap. The 
sample size in the focal experiment was 137,837, which was randomly grouped into two sub-
samples: 96,486 (Focal Training Data) and 41,351 (Validation Data). 

In both experiments, the outcome measure was a continuous customer-level measure of profit. 
The initial targeting policies were estimated using gradient boosted trees (LightGBM). The 
source and focal models included the same set of variables, describing historical changes in 
each customer’s financial holdings (analogous to RFM variables in retail purchasing data).  

Appendix C. Example with Three Marketing Actions 

In our replication study with the membership wholesale club, we modify the estimation 
approach proposed in Section 3 to accommodate three marketing actions in the source and 
focal campaigns. The primary adjustment is the definition of the targeting policies in Steps 3 
and 5. We assume that marketing actions are numerated or 𝐴 = {0,1,2}. 

Step 1. Estimate the focal targeting policy on K-folds 

We randomly split the sample ℱ into 𝐾 folds, ℱ%, 𝑘 = 1,… , 𝐾.	 For each 𝑘, we estimate a 
separate targeting policy 𝒫% on (𝐾 − 1) folds and assign a recommended action on the held-
out sample ℱ%.  
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Step 2. Calculate the expected profit for the focal, source, and inverse source targeting policies 

We use the Horvitz–Thompson estimator (Horvitz and Thompson 1952) to estimate the 
expected profit of the cross-validated focal targeting policy and the permutations of the source 
policy on the focal training data ℱ: 

𝜋$. =
1

|ℱ|/3	1𝑌! ⋅ 𝐼[𝑡!$
. = 𝑎!]

!∈ℱ

, 𝑝 = 1,… ,6	

𝜋+, =
1

|ℱ|/3	1𝑌! ⋅ 𝐼[𝑡!&' = 𝑎!]
!∈ℱ

 

where 𝑠5 indicates the permutations of the source targeting policy 𝑡!$. Permutations of the 
source targeting policy include all possible assignments between the actions in the source and 
focal marketing campaigns. For example, in our case of three marketing actions in the source 
and focal campaigns there are 6 possible permutations. 

Step 3. Estimate the combined focal targeting policy 

Find 𝛼O	to solve the following maximization problem: 

max
-

1
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, 
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𝑤.(𝛼) =
𝑒-9)

∑ 𝑒-9*.5 + 𝑒-9,- , 𝑞 ∈ {𝑠:, … , 𝑠;, cv} 

The objective function in this maximization problem is the expected profit under the targeting 
policy which takes the best action amongst 3 possible ones. 

Step 4. Estimate the focal targeting policy on the entire focal training data 

We fit a Lasso models on the entire focal training data ℱ to predict potential outcomes 𝑌E(0; 𝑋), 
𝑌E(1; 𝑋), and 𝑌E(2; 𝑋) and define a targeting policy:  

𝑡!1 = 𝑎𝑟𝑔𝑚𝑎𝑥2	𝑌E(𝑡; 𝑋!) for all 𝑖 ∈ ℱ. 
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Compared to Step 1, we use the entire sample to design a single policy, instead of 𝐾 separate 
policies for 𝐾 cross-validation folds. 

Step 5. Assign recommended actions to all customers 

We use 𝛼O	 estimated in Step 3 to assign actions to customers in the implementation sample: 
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