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A B S T R A C T

Agent-based modeling can illuminate how complex marketing phenomena emerge from simple decision rules. Marketing phenomena that are too complex for conventional analytical or empirical approaches can often be modeled using this approach. Agent-based modeling investigates aggregate phenomena by simulating the behavior of individual “agents,” such as consumers or organizations. Some useful examples of agent-based modeling have been published in marketing journals, but widespread acceptance of the agent-based modeling method and publication of this method in the highest-level marketing journals have been slowed by the lack of widely accepted standards of how to do agent-based modeling rigorously. We address this need by proposing guidelines for rigorous agent-based modeling. We demonstrate these guidelines, and the value of agent-based modeling for marketing research, through the use of an example. We use an agent-based modeling approach to replicate the Bass model of the diffusion of innovations, illustrating the use of the proposed guidelines to ensure the rigor of the analysis. We also show how extensions of the Bass model that would be difficult to carry out using traditional marketing research techniques are possible to implement using a rigorous agent-based approach.
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1. Introduction

Marketing phenomena are often complex because they are the emergent result of many individual agents (e.g., consumers, sellers, distributors) whose motivations and actions combine so that even simple behavioral rules can result in surprising patterns. Moreover, these aggregate patterns feed back to affect individual choices. For example, consumers often make buying decisions based on their friends’ advice or their social network, which affects product diffusion and influences the dominance of a brand in a market. However, the current dominant brand also affects an individual’s decision as to which product to purchase. The diffusion pattern that results from the interaction of many consumers may in fact be much more complex than the adoption rules of the individuals. Thus, simple rules of behavior can give rise to complex, emergent patterns.

Agent-based modeling (ABM) is a tool that can help researchers understand and analyze these complex patterns (Epstein & Axtell, 1996; Gilbert & Troitzsch, 2005; Holland, 1995; LeBaron, 2000; Miller & Page, 2007). The basic concept of ABM is that by describing simple rules of behavior for individual agents and then aggregating these rules, researchers can model complex systems, such as the procurement of services in a marketplace, the purchase of tickets for events, or the adoption of innovations. An agent in an agent-based model is any autonomous entity with its own properties and behaviors; to develop an agent-based model, a researcher writes a description for each type of agent that details the agent’s behaviors, properties, and the way the agent interacts with other agents and the environment. The power of ABM is that none of these descriptions requires knowledge of macro-dynamics; instead, the researcher encodes micro-rules of behavior and then measures the emergent macro-level results.

Despite the power of ABM, widespread acceptance and publication of this method in the highest-level journals has been slow. This is due in large part to the lack of commonly accepted standards of how to use ABM rigorously. Guidelines are needed for the proper use of ABM so that researchers, reviewers and editors who are unfamiliar with the methodology can still ascertain whether the approach was rigorously undertaken. In this paper, we address this need by proposing a set of guidelines for the rigorous development and analysis of agent-based models. It is important to establish these guidelines now because computational methods will become increasingly powerful and easier to implement as time goes on.

Thus, this paper is written in the spirit of the other methodological reviews often cited within the marketing literature that attempt to establish rigorous guidelines for a particular method. For instance, Anderson and Gerbing (1988) proposed guidelines for developing structural equation models along with a testing method to ensure that a model is as generalizable as possible. Similarly, Churchill (1979) and Gerbing and Anderson (1988) developed guidelines for the proper use...
of scales. Similar to the approaches used in these papers, we not only discuss how ABM can be applied to marketing, but we also provide guidelines for how to rigorously apply ABM.

2. Previous applications of agent-based modeling in marketing

ABM has been used in a wide range of fields of business-related research, from organizational science (Cohen, March, & Olsen, 1972) toSupply-chain management (Walsh & Wellman, 1999). Several large firms, such as Procter & Gamble, have successfully applied ABM to improve revenues (North et al., 2010; Siebel & Kellam, 2003). Recently, there have also been special issues of the Journal of Business Research (Gilbert, Jager, Gefen, & Adjali, 2007) and the Journal of Product Innovation Management (Garcia & Jager, 2011) focused on ABM.

With respect to marketing, ABM has often been applied to model the diffusion of innovations. For instance, several researchers (Goldenberg, Han, Lehmann, & Hong, 2009; Rahmandad & Sterman, 2008; Stephen, Dover, & Goldenberg, 2010; Watts, 2002; Watts & Dodds, 2007) have used an agent-based approach integrated with network science to model the role of influencers in diffusion. Goldenberg, Libai, Moldovan, and Muller (2007) and Goldenberg, Libai, and Muller (2010) have used ABM to explore network effects in product adoption. Garcia (2005) provides a good review of how ABM has been used in innovation research through 2005. Other researchers have used ABM to explore how both interaction networks and competitive forces affect firm positioning (Lusch & Tay, 2004; Tay & Lusch, 2002; 2005; Wilkinson & Young, 2002). Marks, Midgley, and Cooper (1997) investigate adaptive firms using evolutionary algorithms in combination with an agent-based model (Marks, Midgley, & Cooper, 2006; Marks, Midgley, Cooper, & Shiraz, 1999), and Hill and Watkins (2007, 2009) have built upon established models (Axelrod, 1984) to examine moral behavior in marketing exchange relationships (Watkins & Hill, 2009).

A restricted form of ABM, known as cellular automata (CA), has also proven useful. For instance, Garber, Goldenberg, Libai, and Muller (2004); Goldenberg, Libai, Solomon, Jan, and Stauffer (2000); Goldenberg, Libai, and Muller (2001a,b); Libai, Muller, and Peres (2005, 2009); and Moldovan and Goldenberg (2003) use CA to model the diffusion of innovations. Goldenberg, Libai, and Muller (2002) use CA to examine cross-market communications, and Freksa, Heisler, Reggia, and Schuetze (2006) use CA to examine network effects.

Toubia, Goldenberg, and Garcia (2008) use ABM to explore network effects on diffusion, as did Shaikh, Ragaswamy, and Balakrishnan (2005) and Delre, Jager, Bijnomt, and Janssen (2010). In this paper, we will also explore networks and agent-based models, but our work differs in that our goal is to establish general guidelines for the rigorous development and analysis of agent-based models. It should be noted that much of the previous work that has made its way into top tier journals has done so because it does use ABM in a rigorous manner; therefore, the goal of this current study is not to point to mistakes that have been made, but rather to establish guidelines that will help promote the expanded use of ABM in the future among researchers who otherwise might not know the most rigorous way to use ABM.

3. Why use agent-based modeling?

Before we describe the guidelines for implementing a rigorous agent-based model, we must take a step back and examine the reasons to use agent-based modeling. Because ABM models the individual, it can incorporate characteristics that are difficult to include in traditional models. For instance, consumers modeled with ABM can be boundedly rational (Arthur, 1994), heterogeneous in their properties and actions, adaptive and sensitive to history in their decisions (Rand, 2006), and located within social networks (Watts, 1999) or geographical locations (Brown, Riolo, Robinson, North, & Rand, 2005). ABM is most useful when the rules of behavior are easily written at the individual level; then the behavior of the system emerges (often referred to as an emergent property of the system).

Critiques of agent-based modeling often come from two points of view: one viewpoint is that ABM does not deal with real data and is therefore only for “toy problems”, while another viewpoint is that most agent-based models have so many parameters that they can fit any data and are thus nothing more than “computer games.” With regard to the first claim, it is definitely possible to create agent-based models that do not correspond to real-world phenomena, but as we will illustrate in this paper, ABM also provides a natural way to integrate real-world data and complexities into a model. Moreover, this critique is true of many modeling techniques. With any model, it is the researcher’s burden of proof to show how the model corresponds to reality. We will examine how to ensure that an agent-based model is empirically valid in Section 7. As for the critique that ABM can fit any data set, this is not true if the model process, inputs and outputs are shown to be valid (i.e., they correspond to the real world). It is also possible to fit almost any data using regression if you are free to choose the functional form, but once the functional form has been selected and the dependent and independent variables have been chosen, there are rigorous methods by which to determine if the model fits the data. The same is true of ABM, and the goal of this paper is to explain these methods.

Before deciding to employ any modeling technique, it is important for the researcher to examine the strengths and weaknesses of different methods. Analytical modeling, for instance, gives researchers the ability to investigate the impact of various theories of firm and consumer behavior but can often be difficult to compare to real-world data and sometimes require assumptions that are overly simplistic. Empirical and statistical modeling, on the other hand, is a useful approach for describing extant data sets and making predictions about future statistical relationships, but such models rarely contain a theory of consumer behavior. Most consumer behavior experiments are useful for understanding the individual decisions that people make when confronted with marketing actions, but in most cases it is cost prohibitive or not possible to examine these effects on a large scale. System dynamics modeling (Sterman, 2000) requires the rules of behavior to be written at a higher level, such as how the whole population of consumers will respond to a marketing activity rather than how a particular individual will respond.

The strongest benefit of using an ABM approach within marketing is that the actions of firms and consumers within the model can be constructed based upon strong theories of behavior, but at the same time, the results can be validated against empirical data and the model can then be used to make predictions. The advantages and disadvantages of these various techniques, as well as a description of how ABM complements them, are summarized in Table 1. As Table 1 shows, ABM is a natural complement to many other approaches. For instance, the trade-off between analytical modeling and ABM is explored in Fig. 1. The results of analytical modeling, unlike the results of ABM, are generalizable (i.e., the results are true for all parameters within the constraints of the assumptions). The results of ABM are only generalizable to the extent to which the model parameter space has been fully explored. However, analytical modeling often builds in simplifying assumptions about agent behavior (e.g., risk neutral, perfect information), while ABM allows researchers to relax many of these restrictive assumptions and build a model with more realism and complexity.

ABM is not just a solution to intractable analytical models. When agent-based models are properly validated, they add a layer of realism that is not captured by many analytical models. Moreover, the ABM model is built from the ground up to generate results, so instead of modeling aggregate patterns, those patterns are observed from a large number of individual decisions. Even when a closed form solution exists, an agent-based representation provides a
comparison to real-world data or an instantiation of consumer-level behavior theories.

When confronted with this trade-off, researchers can use both ABM and analytical modeling as complements and thus generate results that are both generalizable (if the restrictive assumptions hold) and built on a rich set of assumptions (if the restrictive assumptions do not hold). ABM works well within a multi-method context because the assumptions and parameters of ABM can be tied to the findings of other methods. This is important because it gives the researcher the ability to triangulate the models’ findings. As Table 1 illustrates, ABM is useful in a context where behavioral rules, processes, and parameters are drawn from other methods. In these cases, ABM not only provides solutions to models that might have an intractable closed-form solution, but it also provides an additional level of realism.

More traditional analytical and regression models have often proven useful because they are computationally efficient. However, as computational power becomes increasingly inexpensive, it becomes more efficient to employ computational modeling to understand complex systems. One way to think about this is as a usage problem with two substitutable goods (in this case, computational methods, such as ABM, vs. more traditional methods, such as analytical modeling) (Fig. 2). The cost of computation is steadily decreasing, while the costs of less computational methods (e.g., analytical modeling) are remaining constant.

Referring to Fig. 2, the line segment AB represents an iso-cost curve at time 1. In other words, each point on the line represents a combination of computational methods and analytical methods that costs the same as any other point on the curve. The researcher will seek to maximize utility, given a cost. The dotted lines show isoutility curves. Utility is maximized where AB is a tangent to the furthest possible isoutility curve. Thus, at time 1, the user chooses to use $X_1$ units of computational methods and $Y_1$ units of traditional methods.

Now consider time 2. The cost of computational methods has decreased, resulting in a new iso-cost curve AC. As a result, the user is now able to utilize more computation for the same cost. The user now chooses $X_2$ units of computational methods and $Y_2$ units of traditional methods. The relative mix has thus shifted in favor of computational methods ($X_2 > X_1$ and $Y_2 < Y_1$), which suggests that as computational costs decline over time, ABM and other computational methods will inevitably attract more use.

The benefit of this decreased computational cost has paid off in a number of research areas. As discussed in Section 2, ABM has been used substantially in the past to understand the diffusion of new products, for example, to explore the role of "hubs" (Goldenberg et al., 2009), but there are many other areas where ABM would be useful.

Table 2 illustrates a selected number of marketing application research areas that ABM is useful in exploring, along with example references of ABM research from marketing and non-marketing contexts. For instance, Heppenstall, Evans, and Birkin (2006) have constructed a model to explore retail location decisions using ABM. By combining ABM and geographic information systems (GIS), this model was uniquely able to show that small historical changes in local interactions can give rise to different global patterns; a phenomenon often referred to as path dependence. ABM has also been used in the past to examine inter-firm relationships, strategy and competition (Hill & Watkins, 2009; Lusch & Tay, 2004; Marks et al., 2006; Wilkinson & Young, 2002). ABM is useful in this application domain because as many firms as necessary can be modeled simultaneously and because the firms can incorporate complex learning models like genetic algorithms and q-learning, which facilitates the exploration of a richer space of firm strategies than is normally possible. This has allowed researchers to highlight the effects of those strategies on long-term competition and trust between firms.

Recently, there has been practitioner interest in using agent-based modeling to explore marketing mix models (North et al., 2010; ThinkVine, 2010). Though there has been some work in this area (Delre, Jager, Bijn, & Janssen, 2007), it is generally an area that could be more thoroughly explored using ABM. ABM is a powerful tool in this area because it has allowed researchers to include consumer-level

### Table 1
Comparison of marketing research methods.

<table>
<thead>
<tr>
<th>Name</th>
<th>Advantage</th>
<th>Disadvantage</th>
<th>Complementary role of ABM</th>
</tr>
</thead>
<tbody>
<tr>
<td>Analytical modeling</td>
<td>Generalizable, creates actionable insights into firm level strategic decisions</td>
<td>Difficult to compare to real-world data, sometimes requires overly simplistic assumptions</td>
<td>Agent-based models can be built from analytical models that include more realistic assumptions and can be compared to real-world data. If a theory of individual-level behavior can be generated, then agent-based models can be created that can be compared to empirical and statistical models.</td>
</tr>
<tr>
<td>Empirical modeling and statistical modeling</td>
<td>Useful for finding patterns of behavior in extant data sets, and for making predictions about future behavior</td>
<td>Rarely linked to a behavioral theory at the level of the individual consumer or firm. Requires the right kind of data to exist showing relationships</td>
<td>Agent-based models can be built upon consumer behavior theories and then scaled up to larger populations.</td>
</tr>
<tr>
<td>Consumer behavior experiments</td>
<td>Provide theoretical insight into consumer decisions and reactions to marketing actions</td>
<td>Rarely scale up to large groups or examine complex consumer–consumer interactions</td>
<td>Agent-based models can complement larger scale models with a fine-grained resolution when necessary.</td>
</tr>
<tr>
<td>System dynamics modeling and other computational modeling forms</td>
<td>Allow a systematic examination of an entire complex system of interactions</td>
<td>Rules of behavior must be written at the system level and examination of individual-level heterogeneity can be difficult.</td>
<td></td>
</tr>
<tr>
<td>ABM</td>
<td>Allows the exploration of individual-level theories of behavior, but the results can be used to examine larger scale phenomenon.</td>
<td>Computationally intensive, not generalizable beyond the instances examined</td>
<td></td>
</tr>
</tbody>
</table>

---

2 A solution is computationally efficient if the time it takes to solve the problem scales as a polynomial or less with the size of the problem. By using assumptions to fix the input length of the problem, most analytical models are usually computationally efficient.
behavior models of richer fidelity that have been used to examine the robustness of various marketing strategies. This research has produced substantial cost savings for at least one company (Procter & Gamble, in North et al., 2010). Finally, ABM could also be applied to retail and servicescape design. Though there is not yet any published research using ABM in this area, ABM would be useful because the movement patterns and behavioral decisions of each and every consumer can be modeled separately. Potential insights that could be gained in this area could relate to the examination of the interconnected role of service points and queuing, the ability to examine hundreds of thousands of retail location layouts in a small amount of time, and the discovery of unknown interactions between purchase decisions and consumer movement. The application of ABM to pedestrian modeling has proven useful in a number of other domain areas (Batty, 2005; Schelhorn, O’Sullivan, Haklay, & Thurston-Goodwin, 1999; Torrens, in press), and this work could be applied within the context of marketing. These are just a few of the areas besides diffusion modeling where ABM could be applied within marketing.

4. Introduction to the illustrative example

Throughout this paper, we will illustrate the guidelines for rigorous use of ABM with one example. Our discussion of this example will be less detailed than usual due to space constraints and because it is only meant to be illustrative. Moreover, it is written from the perspective of the researcher who is developing a new agent-based model and not from the perspective of a final communication of the results of the model.3

The model that we will be developing is a model of consumer adoption— a version of the Bass (1969) model. The original Bass model of innovation diffusion was an aggregate model of diffusion; however, even in this aggregate model, two (p and q) of the three parameters (p, q, and m) are related to individual-level characteristics. The rates of adoption are based on mass media (p) and word-of-mouth (q). In the original Bass model, the decision to adopt at the population level is modeled as a hazard rate, but it would be interesting to examine how local social networks affect an individual’s decision to adopt (Valente, 1995). To examine this idea, we first build an agent-based model that produces similar results to the original Bass model. We then investigate what happens in a network version of the model.

5. When is agent-based modeling appropriate?

Before we get to the model development itself, we should discuss when ABM is appropriate because this is really the first step in creating an agent-based model. The decision to use ABM should be based primarily on the question under investigation. If the question emphasizes groups of autonomous, heterogeneous entities that operate in a dynamic environment and if the measure of interest is an emergent result of these entities’ interactions, then ABM is usually one of the tools that should be considered. Below, we present guidelines for when to apply ABM. However, these are not rules; instead they describe characteristics of problems that are amenable to using an ABM approach. These guidelines are specific to ABM and do not necessarily apply to other forms of computational modeling because they emphasize the individual-level modeling approach of ABM.4 As we list these guidelines, we will specify whether they are indicative (the benefit of using ABM is increased if the problem exhibits this property), necessary (ABM is not appropriate if the problem does not exhibit this property) or sufficient (ABM is one of very few approaches that will work if the problem exhibits this property) for an ABM approach to be useful. The key indicators to consider in applying an ABM approach are the following:

1. Medium numbers (indicative) — ABM is not the appropriate tool to use when a system is composed of only one or two agents because, in that case, game theory often provides a better modeling tool. If the number of agents is very large and if the agents themselves can be modeled using a representative agent, then ABM becomes inefficient compared to statistical regression. The exact number of agents is relatively unimportant; medium numbers is a shorthand way of saying that though the system has a population of agents, this population can be affected by a few important individual interactions (Casti, 1995). Consumer adoption modeling, as in the Bass model, does exhibit the medium numbers property because most markets feature a group of consumers (i.e., influencers) that substantially affects the market’s purchasing decisions.

2. Local and potentially complex interactions (indicative) — ABM becomes more useful as the interactions between individuals become more complex and local (Casti, 1995; Holland, 1995). Local information and complex interactions can be modeled using game theory, but often these models break down when the number of agents reaches above a small set. At this point, ABM becomes an appropriate framework to consider. Within consumer adoption, most consumers make local decisions based on their immediate social network, and the number of agents is large enough to warrant the use of ABM.

3. Heterogeneity (indicative) — Because the focus of ABM is on the individual, each individual can be modeled as differently from other individuals as necessary. For instance, agents can have different levels of willingness-to-buy, budgets, and demographic properties. Beyond different values, the agents can be of different types, such as consumers, companies, and the media. Types can even be divided into different types of organizations and consumers. For instance, risk-averse and risk-seeking organizations may appear identical according to their financial properties, but they will behave in different ways. Alternatively, if a system contains many homogenous agents, system dynamics modeling may be more useful because it efficiently tracks populations of identical agents and examines how they change over time. Within consumer adoption, most consumers have different local networks and different thresholds to innovation, which almost requires the use of an ABM approach.

3 A standard protocol for publication of ABM results (Grimm et al., 2006; Parker et al., 2008) enhances communication and reproducibility (Polhill, Parker, Brown, & Grimm, 2008) but has been examined elsewhere.

4 Computational models that also employ an individual-level modeling approach, such as some dynamic game simulations, can in fact be thought of as examples of ABM.
Table 2
Some marketing research application areas suitable for ABM.

<table>
<thead>
<tr>
<th>Name</th>
<th>Advantage of ABM</th>
<th>Selected ABM marketing references</th>
<th>Relevant ABM references from other fields</th>
<th>Insights to gain/gained from ABM</th>
</tr>
</thead>
<tbody>
<tr>
<td>Inter-firm relationships, strategy and competition</td>
<td>Facilitates as many firms as necessary, each with firm-level characteristics, and the ability for firms to adapt their strategies over time</td>
<td>Hill and Watkins (2009), Wilkinson and Young (2002), Lusch and Tay (2004), Marks et al. (2006) and others in Section 2</td>
<td>Axelrod (1997), Barr and Saraceno (2002) and Prietula, Carley, and Gasser (1998)</td>
<td>The role of heterogeneous strategies in complex networks of firm relationships</td>
</tr>
<tr>
<td>Marketing mix models</td>
<td>Allows the examination of individual-level behavior patterns and reactions to the various elements of the marketing mix</td>
<td>Delte et al. (2007), ThinkVine (2010) and North and Macal (2010)</td>
<td>Specific to marketing but relevant simulations have been explored in supply networks: Parunak, Savit, and Rolo (1998)</td>
<td>Richer fidelity of models, incorporation of consumer-level behavior models, ability to test robustness of strategies</td>
</tr>
<tr>
<td>Retail and servicescape design</td>
<td>Can be used to model individuals moving about and making decisions in a complex retail environment</td>
<td>None as of yet</td>
<td>Batty (2005), Torrens (in press) and Schelhorn et al. (1999)</td>
<td>The interrelation of service points and queuing, examination of a large number of shop layouts, relationships between consumer movement and purchase behavior</td>
</tr>
</tbody>
</table>

4. Rich environments (indication) — ABM facilitates the representation of rich and even dynamic environments (Gilbert, 2008). These environments can be as simple as two-dimensional abstract spaces or as realistic as a space derived from data contained in a geographic information system (GIS; Brown et al., 2005a) or a network-based space derived from data from social network analysis (SNA; Carley, 2002). This allows ABM to capture the complexity of consumer adoption, from the influence of a convenience store’s location on a consumer’s decision to the effect of a consumer’s peer network.

5. Temporal aspects (necessary) — ABM is a technique for modeling processes and is well suited for examining how complex systems change over time. Therefore, temporal aspects are almost a necessary condition for the ABM approach. Many modeling approaches allow you to examine the equilibrium states of dynamic games, but ABM is one of the few that allows you to examine the dynamics that give rise to those equilibria. To allocate resources within consumer adoption, it is often necessary to consider when people are likely to buy a product; therefore, the temporal nature of the process is central to the research question.

6. Adaptive agents (sufficient) — One of the promises of ABM is its ability to include adaptive agents within simulations (Holland, 1995). If an agent takes an action that produces a negative result, then that agent may try other actions in the future. An agent that changes its strategy (i.e., which actions to take in a given environment as a result of past information) is an adaptive agent. Because ABM is a computational method, it is possible to embed a machine learning approach within each agent that allows that agent to dynamically adopt the rules under which it operates (Rand, 2006). For instance, a retailer may alter its price setting and quantity-ordering actions, even when the state of the market is unchanged, due to previous experiences with different strategies (Marks, Midgley, & Cooper, 1997). There are few modeling techniques besides ABM that are able to robustly represent adaptation. Within consumer adoption, agents often make decisions to purchase a product based on previous recommendations from their social network. They dynamically adjust their confidence in their friends’ opinions based on their own experiences with these products, and make future decisions based on this new trust network (Sharara, Rand, & Getoor, 2011).

6. Guidelines for model development

In general, building an agent-based model can be broken down into four large-scale steps: (1) decide if ABM is appropriate; (2) design the model; (3) construct the model; and (4) analyze the model.

Step 1. Decide if ABM is appropriate
Before building any agent-based model, it is important to first decide if ABM is in fact an appropriate approach. This is the premise of Section 5 and Table 1, where we explored the specific questions that should be analyzed to determine if ABM is appropriate and where we also determined that for our Bass model, ABM would be appropriate.

Step 2. Design the model
There are several decisions to be made when designing a model using the ABM approach (see Fig. 3):

1. Scope of the model — What part of the complex system is the focus of the modeling effort and what aspects can be ignored? Within our current model, the scope will initially be defined based on the original Bass (1969) model. The model should be able to approximately reproduce the original results, and then it should be expandable to enable agents to possess a social network.

2. Agents — The goal here is not to list every individual agent to be modeled, but rather to identify the general classes of agents and the approximate quantity of each agent type. The only agents in our current model are consumers.

3. Properties — Each agent will need a list of properties that describe that agent. The properties of the agents in our model are initially based on the original macro-level model (Bass, 1969). Each agent will have a p, which is the probability of adopting due to mass media, and a q, which is the probability of adopting due to word-of-mouth effects. In the network version, each agent will also have a set of neighboring agents.
DESIGN CHOICES FOR AGENT-BASED MODELING

1. **Scope of the Model** – What aspects of the complex system under examination will be described in the model?

2. **Agents** – What agent types exist in the model?

3. **Properties** – What properties does each agent have?

4. **Behaviors** – What behaviors / actions does each agent possess?

5. **Environment** – What external forces act on each agent, including other agents and the external environment?

6. **Input and Output** – What inputs to the model exist? What outputs can be collected from the model?

7. **Time Step** – What is the order of events in the model?

---

(4) Behaviors – Each agent exhibits a set of behaviors. In our model, each agent makes a decision to adopt on the basis of a probability, \( p + q(n_a/n) \), where \( n_a \) is the number of innovators who are neighbors and \( n \) is the total number of neighbors of the agent.\(^5\)

(5) Environment – This can be a physical environment (e.g., a city), a social environment (e.g., an email network), or a conceptual environment (e.g., a brand space). The environment defines the interaction topology of the agents. In our model, the agent’s social neighbors define its environment.

(6) Input and output – It is also necessary to define the inputs to the model, and the output measures that will be gathered. In the original Bass (1969) model, the main inputs are \( p, q, \) and \( m \). These parameters are input parameters for the agent-based model as well. In the network version, the network topology (i.e., how individuals are connected) is another input. The output measure of interest is the number of adopters per time step.

(7) Time step – Almost all agent-based models have an initialization step and then an iteration time step, and these two “phases” must be described. In our model, the initialization step creates the agents and the network, if necessary. In each iteration step, each agent determines if it will innovate due to media effects or word-of-mouth or if it will not innovate. If the agent decides to adopt, then the appropriate properties are updated and the process repeats. When all agents have adopted, the model terminates.

---

Step 3. Construct the model

Model construction is a software engineering process. The goal is to create an implemented version of the model that can be executed computationally and that corresponds with the conceptual model. There are two alternatives to model implementation. The first is to write the model in a general purpose programming language, such as C, Java, or Python. The second is to make use of an extant ABM language/library. There are four widely used ABM toolkits in existence: NetLogo, Repast, Mason, and Swarm. Railsback, Lytinen, and Jackson (2006) provide a detailed review of all four of these platforms. The initial implementation of our model was straightforward based on the design documentation described in Step 2. The model follows the following steps:

1. **Initialization** – The number of agents is created according to the input parameter \( m \). Each agent is given the same \( p \) and \( q \) values, according to the input parameters. All agents are set to the default state of not having adopted the innovation (i.e., \( \text{adopted}_i = \text{false} \)). The agents are then connected to each other on the basis of the specified network (preferential vs. random) and with the given network density or connection parameter \( k \).

2. **Adoption decision** – Any agent \( i \) who has not yet adopted the innovation (i.e., \( \text{adopted}_i = \text{false} \)) decides whether to adopt the innovation. This is done by generating two random variables each time step \( (x_{1,i}, x_{2,i}) \sim U(0,1) \) and comparing them to the \( p \) and \( q \) values, after which the \( \text{adopted}_i \) state variable is updated appropriately. Specifically, \( \text{adopted}_i = \text{true} \) if:

\[
x_{1,i} < p \text{ or } x_{2,i} < q \frac{n_{a,i}}{n_i}
\]

where \( n_i \) is the number of neighbors of agent \( i \) and \( n_{a,i} \) is the number of neighbors of agent \( i \) who are in the \( \text{adopted} = \text{true} \) state.

3. **Statistics collection** – The number of agents who have adopted is recorded.

4. **Repeat** – If there are still agents who can adopt the innovation, then go to Step 2; otherwise, terminate the simulation.

To reproduce the results of the Bass (1969) model, the agents were assumed to neighbor all other agents in Step 2. Once these results were implemented and verified, the specific case of examining agents who only observed network neighbors was investigated. We implemented two standard network structures in the network-based version of our model: (i) a random network (Erdős & Rényi, 1959) and (ii) a preferential attachment-based (Barabási & Albert, 1999) network.\(^7\) In the random

---

\(^5\) When replicating the original Bass results, each agent is assumed to neighbor every other agent.

\(^7\) There are many different ways to create scale-free networks because scale-free networks are networks that have a scale-free degree distribution. However, being scale-free says nothing about how the network was created or how the nodes are connected (i.e., assortativity). The mechanism that we use for the networks in this study is the preferential attachment mechanism of Barabási and Albert (1999). All networks generated using preferential attachment must be scale-free, but not all scale-free networks are generated using preferential attachment. Therefore, for the sake of brevity, we will refer to the network as a preferential attachment or preferential network throughout the paper.

---

network, the parameter of control is the network density, i.e., the percentage of all agents that each agent is connected to. If the network density is 100%, then this network topology is similar to the interaction structure in the original Bass model. In the preferential attachment model, the network is based on the Barabási and Albert (1999) model. In this model, some consumers in the network have a disproportionately large number of neighbors, while other consumers have a small number of neighbors. Specifically, the fraction of nodes \( P(d) \) in the network that have \( d \) connections to other nodes is \( P(d)d^{-\gamma} \), where \( \gamma = 3 \) when using the Barabási–Albert network-generating model. This type of network has been shown to be representative of some real-world social networks (Barabási & Albert, 1999). The controlling parameter of the preferential model is \( k \), which describes the minimum number of neighbors of any node in the network. If \( k = m - 1 \), then the model reduces to the original model in which every agent interacts with every other agent. We implemented the model in NetLogo (Wilensky, 1999). Pseudo-code (a high-level formal description of the model) and complete source code for the model is freely available from the authors upon request.

Step 4. Analyze the model
Once an ABM has been built, verified, and validated, it can be used as an experimental tool. This is discussed in detail in Section 8, but it involves running the model over a range of parameters and analyzing the results. The results can be examined using statistical tests, such as the Pearson correlation, Student’s t-test, the Kolmogorov–Smirnov test, or even regressions across the input and output variables. We conducted a number of experiments on the agent-based Bass model, but before we describe those, we will discuss how we ensured that the model had been constructed rigorously.

7. Guidelines for a rigorous model
Two processes fundamentally define the rigor of an agent-based model: verification and validation. It has been said that before a model undergoes verification and validation, it is just a toy; after a model undergoes verification and validation, it is a tool (North & Macal, 2007). Verification is the process by which the implemented model is shown to correspond to the conceptual model, and it is carried out during the design and construction steps of the model development. Validation is the process by which the implemented model is shown to correspond to the real world, and it usually occurs during the model analysis. Both verification and validation provide the possibility of falsifying the proposed model. Models are like hypotheses; a model presents a possible explanation of the way the world works, but the explanation must be tested. Proving a model to be false can be as simple as showing that it rests on an invalid assumption. It is impossible to completely validate or verify a model (Grimm & Railsback, 2005), but this is true for all models and not just for ABM. For instance, though the Bass model of innovation diffusion has been shown to correspond to many real-world scenarios, it is impossible to say it has been fully validated because there are many innovations that it has not been used to model. Validation and verification are carried out to the extent necessary to convince the target audience of the rigor of the model. A model-based approach may not convince many researchers unless they can access the original model and data. Therefore, when using the ABM approach, both the original source code and all data used to validate the model should be made publicly available. Top-quality research journals can facilitate this practice by providing permanent, publicly available repositories for computational models and data.

Verification and validation should be applied to all models, not just agent-based models; however, in the sections below, we will discuss specifically how to carry them out in the context of ABM. Many of these guidelines are applicable to computational modeling in general (e.g., empirical output validation), but several of them are more applicable to models built using the ABM approach (e.g., micro-face validation).

7.1. Verification
Verification determines how well the implemented model corresponds to the conceptual model. There are three important steps in rigorous verification: documentation, programmatic testing, and test cases (Fig. 4). Though verification attempts do not need to be published, developers of a model should record their efforts and provide on request both a record of verification and the original source code so that other researchers can independently verify the model.

Documentation (Fig. 4, Step 1) is the process of creating records that describe both the conceptual model and the implemented model at a level of detail that allows them to be easily compared (North & Macal, 2007). For instance, all of the choices related to a model’s design need to be documented. In addition, there should be sufficient documentation within the code of the implemented model that even an unskilled programmer can compare the documentation of the code to the conceptual documentation and understand what parts of the code are responsible for certain parts of the conceptual model (Gilbert, 2008). The documentation in the code should also be sufficient for a trained programmer to ascertain how the code implements the comments. Good documentation can ensure verification by facilitating the comparison between implemented and conceptual models.

Programmatic testing (Fig. 4, Step 2) involves ensuring that the implemented model does what the programmer believes it to do. There are four major ways to carry out programmatic testing: unit testing, code walkthroughs, debugging walkthroughs, and formal testing. Unit testing (Beck, 2002) is where every unit or section of code has a test written for it. For instance, if the code carries out a complex mathematical equation, there should be a test that makes sure the code generates the appropriate result for a given input. Code walkthroughs are when a group of researchers examines the code and the programmer walks the researchers through each step, describing what the code is supposed to do (North & Macal, 2007). The goal is to determine if the logic expresses the concept that the programmer intended. Debugging walkthroughs are when the code is run by the programmer and checked at each step to make sure it is generating the correct results (usually using a debugging tool). Formal testing uses logic to show that the code must be correct (Dijkstra, 1976). Unfortunately, most agent-based models are sufficiently complicated that using formal testing is difficult (North & Macal, 2007).

Test cases (Fig. 4, Step 3) involve the use of artificially generated data to make sure that the model functions as described. There are four kinds of test cases: corner cases, sampled cases, specific scenarios, and relative value testing. Corner cases (Gilbert, 2008) are extreme values of the inputs; by examining corner cases, the researcher can make sure the model does not exhibit aberrant behavior in these scenarios.
STEPS TO ENSURE RIGOR IN VERIFICATION

1. **Documentation** – Conceptual design and the implemented model should be documented.

2. **Programmatic Testing** – Testing of the code of the model.
   - **Unit Testing** – Each unit of functional code is separately tested.
   - **Code Walkthroughs** – The code is examined in a group setting.
   - **Debugging Walkthroughs** – Execution of the code is stepped through.
   - **Formal Testing** – Proof of verification using formal logic.

3. **Test Cases and Scenarios** – Without using data, model functions are examined to see if they operate according to the conceptual model.
   - **Corner Cases** – Extreme values are examined to make sure the model operates as expected.
   - **Sampled Cases** – A subset of parameter inputs are examined to discover any aberrant behavior.
   - **Specific Scenarios** – Specific inputs for which the outputs are already known.
   - **Relative Value Testing** – Examining the relationship between inputs and outputs.

Fig. 4. Steps to ensure rigor in verification.

7.2. Validation

Validation is the process of determining how well the implemented model corresponds to reality. Validation has a long history within modeling (Conway, Johnson, & Maxwell, 1959), and specifically within computational modeling (Carley, 1996; Garcia, Rummel, & Hauser, 2007; Knepell & Arangno, 1993). There are four major steps that must occur to consider the model rigorously validated (Fig. 5): micro-face validation, macro-face validation, empirical input validation, and empirical output validation.

**Micro-face validation** (Fig. 5, Step 1) is the process of making sure that the mechanisms and properties of the model “on face” correspond to real-world mechanisms and properties. For instance, do the individuals in the model correspond in a meaningful way to real-world individuals? Do the actions possessed by a consumer agent correspond to real-world actions? Do consumer agents possess a realistic amount of information?

**Macro-face validation** (Fig. 5, Step 2) is the process of showing that the aggregate patterns of the model “on face” correspond to real-world patterns (North & Macal, 2007). For instance, do the dynamics of the model correspond to the real world? Does the theory of the model correspond to our current understanding of the real world? In both micro- and macro-face validation, no data are directly compared to the model; instead, the focus is on showing that the general patterns, attributes, and processes have an explainable correspondence to the real world. It is usually sufficient to describe the relationship between the model and the real world to show that it has been validated.

---

11 In the first case, no adoptions should occur because the only effect is social and no one has adopted in the initial state. In the second case, everyone adopts in the first time step of the model because the probability of adopting is 1.0.

12 It should be noted that this required the creation of two additional output variables that recorded the number of adopters due to the two processes at each time step. Often such debugging outputs must be created to verify a model.
been validated “on face.” An additional level of validation can be gained by having subject matter experts review the model “on face.”

Empirical input validation (Fig. 5, Step 3) is the process of ascertaining that the data being input into the model are accurate and bear a correspondence to the real world. In this case, it is sufficient to explain how the data are derived and what correspondence they have to model inputs. For instance, basing the rate of adoption for a new product on the rate of adoption of similar products is an example of empirical input validation. Whenever possible, the inputs of an agent-based model should be calibrated to actual data from the real world. Garcia et al. (2007) provide one method of automating this process for consumer behavior by describing how to validate inputs on the basis of conjoint analysis. Their method makes it possible to create empirically-driven rules that govern agent decisions in the model.

Empirical input validation can extend beyond parameters to the basic behaviors of the model. For instance, Goldenberg et al. (2010) examined how network effects could reduce adoption due to a “chilling effect.” Rust (2010) states that this is because the adoption rule that was used contains a chilling effect and suggests an alternative adoption rule. In cases like this, it may be necessary to empirically validate the adoption rule by examining consumer behavior patterns or to test different rules and report the model’s sensitivity to this input.

Another way to set the input values is to partition the data into two sets (sometimes called training and test data) and use one set of data (the training data) to calibrate the model by manipulating the inputs until the output of the model matches the training set (Grimm & Railsback, 2005). This can be done manually, but a much better way is to automate the process using a machine learning technique, such as a genetic algorithm or neural network. Once the model has been calibrated, the second set of data (the test data) can be used as a validation set.

Many other approaches to setting the parameters of a model are possible, such as ethnographic studies (Agar, 2005; Axtell et al., 2002) and behavioral experiments (Castella, Trung, & Boissau, 2005), but a detailed look at all of these methods is beyond the scope of this paper.

Regardless of the method used to calibrate the inputs, a robustness or sensitivity analysis should be conducted to explore the sensitivity of the model to a particular set of inputs. This is done by holding some parameter(s) constant and then varying one or more target parameters to see how sensitive the model output results are to each parameter. If the outputs of interest are not dramatically affected by changes in this input, or if they are affected in a predictable way, then the input can be set to a standard value and the rest of the model can be explored. If the model is very sensitive to the input under investigation, then it is necessary to investigate why it is sensitive to that input and see how that affects the result. In the case of the model discussed in this paper, we varied all of the key parameters (m, p, and q) for a set of the experiments (preferential attachment experiments) that were of interest to our research question. This gives the researcher the ability to answer questions like “If m increases, but p and q are left alone, what is the result?” These results are available from the authors upon request.

Empirical output validation (Fig. 5, Step 4) involves showing that the output of the implemented model corresponds to the real world (North & Macal, 2007). This is the key test of a model’s validity. Empirical output validation tests the model designer’s hypothesis (i.e., the implemented model). There are three ways to empirically validate a model’s output: stylized facts, real-world data, and cross-validation. Stylized facts are general concepts of a complex system derived from the knowledge of subject matter experts (e.g., all technology adoption curves are s-shaped). If the model’s primary purpose is to be a thought experiment, then validating the model against a stylized fact is sufficient to show the validity of the model. Real-world data validation is necessary if the model is being used as a predictive model. In this case, there may often be only one real historical data set and many model runs; thus, empirical output validation involves showing that the real world is a possible output of this model (i.e., that the real-world data set lies within the statistical distribution of the model data). If there are many outputs from the model and the real world (e.g., a time series of purchases), then real-world data validation involves showing that the average model results correlate with the real-world results. Cross-validation is an optional validation process that compares the new model against another model that has already been validated, even if that other model uses another methodology (e.g., system dynamics or analytical modeling). If the two models produce similar results, then the validity of the new model has been increased.

As described in Section 3, cross-validation is a very important approach for model validation in a field such as marketing, where researchers are more familiar with other techniques such as game theory, statistical regression, and econometric modeling. The ABM approach can be used to recreate the same results as these other methods under similar assumptions, and then those assumptions can be relaxed using ABM in a way that cannot be done using the traditional approach. For instance, in the illustrative example, we will show that under certain assumptions (e.g., that consumers observe the whole population), we can recreate the original Bass (1969) model results and that under additional assumptions, we can produce similar results to a more complex closed form model (Van den Bulte & Joshi, 2007). Once this has been demonstrated, it is more credible to present results that move beyond these simple models, such as the network-based results that we present in this paper.

For our model, we carried out the four steps of validation as described above. At the micro-face level, Validation Step 1 (Fig. 5),
agents in the model possess a p and a q, which represent their probability of adopting based on word-of-mouth or mass media; these factors seem “on face” valid. In addition, in the network model, the agents possess a local social network that does not allow them to discover information about the whole population. At the macro-level, Validation Step 2 (Fig. 5), the aggregated patterns seem to suggest typical innovation adoption patterns “on face”, with at first a few adopters and then more and more until the whole population has adopted (sigmoid curve). The underlying theory of the model is based on the classic diffusion of innovation literature (Rogers, 1962); thus, to the extent that the literature is valid, the theory of this model is validated. At the empirical input level, Validation Step 3 (Fig. 5), the input data are drawn from the original Bass (1969) paper. At first glance, parameters p and q in the agent-based model do not seem to be the same as they are in the original Bass model (Garcia et al., 2007). This is because the original Bass model assumed that p and q were hazard rates for the whole population, not for individuals. However, if we are interested in examining how the agent-based model behaves in an environment where all individuals can observe the state of all other individuals, then the effects of p and q in the agent-based model are very similar to their effects in the original Bass model; therefore, we can use the same values to initiate the agent-based model. As for the validity of the networks, the random network is not very representative of real-world networks’ structures, but it is more realistic than the models in which every consumer knows every other consumer. The preferential attachment model (Barabási & Albert, 1999) seems to suggest typical innovation adoption patterns, but it is more realistic than the models in which every consumer knows every other consumer.

Table 3

<table>
<thead>
<tr>
<th>ABM model parameters.</th>
<th>Durable m</th>
<th>p</th>
<th>q</th>
</tr>
</thead>
<tbody>
<tr>
<td>Refrigerators</td>
<td>40,001</td>
<td>.026167</td>
<td>.21566</td>
</tr>
<tr>
<td>Freezers</td>
<td>21,073</td>
<td>.018119</td>
<td>.17110</td>
</tr>
<tr>
<td>TV</td>
<td>96,717</td>
<td>.027870</td>
<td>.25105</td>
</tr>
<tr>
<td>Softener</td>
<td>5793</td>
<td>.017703</td>
<td>.29695</td>
</tr>
<tr>
<td>AC</td>
<td>16,895</td>
<td>.010990</td>
<td>.41861</td>
</tr>
<tr>
<td>Dryer</td>
<td>15,092</td>
<td>.012360</td>
<td>.35688</td>
</tr>
<tr>
<td>Lawnmowers</td>
<td>44,751</td>
<td>.009183</td>
<td>.37709</td>
</tr>
<tr>
<td>Bed</td>
<td>76,589</td>
<td>.005876</td>
<td>.24387</td>
</tr>
<tr>
<td>Coffee</td>
<td>58,838</td>
<td>.017135</td>
<td>.30145</td>
</tr>
<tr>
<td>Iron</td>
<td>55,696</td>
<td>.028632</td>
<td>.32791</td>
</tr>
<tr>
<td>Player</td>
<td>21,937</td>
<td>.024796</td>
<td>.65410</td>
</tr>
</tbody>
</table>

Table 4

<table>
<thead>
<tr>
<th>ABM model correlation with empirical sales data.</th>
<th>Durable</th>
<th>Period of interest</th>
<th>ABM $R^2$</th>
<th>Bass $R^2$</th>
</tr>
</thead>
<tbody>
<tr>
<td>AC</td>
<td>1950−1961</td>
<td>.84</td>
<td>.90</td>
<td></td>
</tr>
<tr>
<td>Bed</td>
<td>1950−1961</td>
<td>.98</td>
<td>.93</td>
<td></td>
</tr>
<tr>
<td>Coffee</td>
<td>1951−1961</td>
<td>.75</td>
<td>.69</td>
<td></td>
</tr>
<tr>
<td>Dryer</td>
<td>1950−1961</td>
<td>.88</td>
<td>.85</td>
<td></td>
</tr>
<tr>
<td>Freezers</td>
<td>1947−1961</td>
<td>.59</td>
<td>.47</td>
<td></td>
</tr>
<tr>
<td>Lawnmowers</td>
<td>1949−1961</td>
<td>.96</td>
<td>.89</td>
<td></td>
</tr>
<tr>
<td>Refrigerators</td>
<td>1926−1940</td>
<td>.62</td>
<td>.76</td>
<td></td>
</tr>
<tr>
<td>TV</td>
<td>1949−1961</td>
<td>.25</td>
<td>.07</td>
<td></td>
</tr>
</tbody>
</table>

The output always takes on the classic sigmoid shape of innovation adoption when q > 0. To further validate the model, all 11 cases originally described in the Bass (1969) paper were recreated. The descriptions of the model inputs are listed in Table 3. These values are drawn directly from the original Bass model because in the agent-based model, when the agents can observe the entire population, the model becomes a discrete (both in time and in the granularity of the population) version of the Bass model. As a result, the exact same values of p, q and m are used to allow for comparison with the original Bass model. For each set of inputs, the model was executed 30 times using NetLogo’s BehaviorSpace (Wilensky, 2003) tool, and the number of adoptions at each time step was collected in a text file. The results were imported to R (R Development Core Team, 2008) and averaged within each parameter set across all 30 runs. Finally, for forecasting accuracy, the empirical data were imported from the eight datasets still available with sufficient data (http://www.bassbase.org) for the same time period that Bass (1969) used. Using these data, the $R^2$ between the empirical data and the model data was calculated. These results, as well as Bass’ original results, are illustrated in Table 4. As can be seen, this model achieves results similar to those of the original Bass model, and the ABM $R^2$ exceeded the Bass results in six out of eight cases, indicating that the model produces a similarly valid description of innovation adoption. At this point, the model has been sufficiently verified and validated, so it can accurately serve as a model of innovation adoption similar to the original Bass model, and we can now explore the results of the model.

8. Using the model

Once the model has been verified and validated, we are now able to move beyond the model construction to discover new insights from the model. An agent-based model can be used as a computational experiment. To postulate an experiment, the researcher specifies a certain combination of inputs and varies one or more of the inputs to see how the changes affect the outputs. Once a series of experiments has been run, the results from the agent-based model can be analyzed using standard statistical approaches that are applied to any large dataset of empirical data.

One important caveat is that because almost all models constructed using ABM are stochastic in nature, it is important to run the same model multiple times with the same inputs to capture the distribution over possible results that can exist due to the model’s stochasticity. Essentially, it is important to observe an event enough times that statistical inference can be made about the relationship between the inputs and the outputs. These experiments are usually carried out using some sort of experimental tool that iterates through all of the inputs specified by the researcher, runs the model repeatedly for each treatment, and then aggregates the results so that they can be analyzed using Excel, R, or another analysis tool.

The differences between the two models could be a result of the ABM version’s discrete nature or the fact that the model was implemented as a synchronous model.
For instance, in the innovation adoption model, we will explore how network density and topology affect the adoption of innovations. For all of these experiments, $p$ and $q$ were set the same as the Bass (1969) parameters for a typical durable (refrigerators; $p = 0.0026167$ and $q = 0.21566$), but $m$ was decreased from 40,001 to 400 because analysis of results is facilitated by allowing faster examination of a large parameter space, and as the variance measures indicate, this had no qualitative influence on the results. In our first experiment, the network parameter was first set to the random topology, and the network density parameter was varied from 0% to 100% at 10% increments. For each increment, the model was executed 30 times using NetLogo’s headless BehaviorSpace (Wilensky, 2003) mode, and the number of adopters at each time step was collected. The results were imported into R and averaged across runs.

For the random network, the model results are qualitatively similar to the original Bass results, except, of course, when the network density was 0%. A network density of 0% results in agents having no neighbors and so no adoptions occur. For all other network densities, the adoption curve is similar to the Bass model results. This is because the network is relatively dense even at 10%, which results in the average agent having 40 neighbors. Given the random distribution of links, this means the average path length (i.e., average distance between two individuals) across the network is not large (~1.6 individuals), which results in rapid diffusion.

To examine a more realistic network, we use preferential topology where the minimal number of neighbors, $k$, was varied from 1 to 10. For the preferential model, results for $k = 1$ to $k = 4$ are presented in Fig. 6 because these results are the most starkly different. To test these differences, we utilized the Kolmogorov–Smirnov pairwise test for values of $k \leq 4$.\textsuperscript{15}

The preferential attachment mechanism generates hub (highly connected individuals) and spoke (less connected individuals) structures. As a result, at low levels of network connectivity, if a hub adopts the innovation, then it spreads quickly due to word-of-mouth. However, if a hub does not adopt the innovation, then diffusion is driven more by $p$ than $q$, which in most cases slows the overall adoption rate. As $k$ is increased and $m$ is held constant, it is more likely that any innovation will reach a hub because each increase in $k$ means that all nodes have at least one additional neighbor, and the overall number of neighbors will scale according to a power law.\textsuperscript{16}

These results indicate that in networks where consumers do not know many other consumers and relationships are distributed more unequally, innovation diffusion can occur at a much slower rate than the results predicted by the traditional Bass model. However, if the network has a moderately high level of connections, the results of innovation diffusion on a network structure are qualitatively similar to the results of the original Bass model. Prior research with a different model supports this conclusion (Stonedahl, Rand, & Wilensky, 2008).

\footnotesize
\textsuperscript{15} Due to convergence, we do not present any results for $k \geq 4$.

\textsuperscript{16} At first glance, this result may appear contrary to Watts and Dodds (2007), but their results are relative to the size of the hub (i.e., do influentials create proportionally more adoption given the number of links that they have) and not the absolute rate of adoption. Moreover, for most of their results they use a deterministic threshold functional form (Watts, 2002) and not a probability distribution for the adoption decision, which makes the results difficult to compare directly.

\begin{figure}[h]
\centering
\includegraphics[width=\textwidth]{Fig6.png}
\caption{Preferential network model results for $k = 1$ to $k = 4$, over 30 runs. The dotted line is the original Bass model results for the same parameters.}
\end{figure}
Though the results above are sufficient to answer the question as to whether social network structures can affect diffusion curves with a positive answer, the researcher may want to explore the relationship between a larger variety of inputs and outputs of an agent-based model. For instance, the results of an agent-based model can be viewed as a large panel dataset and econometric techniques can be applied. For instance, one example would be to run a regression across the inputs and the outputs, treating the inputs as independent variables and the outputs as dependent variables. To briefly illustrate this possibility, we created a new experiment in which we used only the preferential attachment network and varied the p (6 levels), q (6 levels), m (4 levels) and k (4 levels) inputs. We also ran each treatment 10 times for a total of 5760 different elements of our dataset. We then regressed the peak adoption rate ($\rho'$) in each of these setups across the input parameters of $p$, $q$, $m$ and $k$ using a generalized linear model similar to the method used by Stephen and Berger (2009) and Stephen et al. (2010):

$$\rho' = \beta_0 + \beta_1 p + \beta_2 q + \beta_3 m + \beta_4 k.$$

The results are presented in Table 5. As is clear from the results for this set of inputs, all of the parameters have a statistically significant effect on the peak adoption rate. This confirms our findings that density of the preferential attachment network, as controlled by parameter $k$, has a significant effect on the adoption curve and, in this case, specifically on the peak adoption rate. This is just one example of how traditional econometric approaches can be applied to better understand computational methods. Further investigations into this combination of methods are definitely warranted in future work.

<table>
<thead>
<tr>
<th>Estimate</th>
<th>Std. error</th>
<th>t-value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Intercept</td>
<td>-0.8054</td>
<td>1.896</td>
</tr>
<tr>
<td>m</td>
<td>.003839</td>
<td>.000357</td>
</tr>
<tr>
<td>p</td>
<td>11.03</td>
<td>.799</td>
</tr>
<tr>
<td>q</td>
<td>669.2</td>
<td>23.55</td>
</tr>
<tr>
<td>k</td>
<td>106.7</td>
<td>3.925</td>
</tr>
</tbody>
</table>

*** p < 0.001

9. Conclusion

We have presented guidelines for the rigorous use of agent-based modeling (ABM) in marketing along with an illustrative example of how to use ABM to understand the diffusion of innovations. Despite the difficulties of building rigorous agent-based models, the benefits of a modeling approach for marketing that focuses on the individual level and observes the aggregate results are substantial. ABM provides an approach that enables the concretization of many theories of consumer behavior in a way that is measurable and testable, while at the same time permits the inclusion and comparison of empirical data. Moreover, the realism of ABM facilitates model comprehension by managers and stakeholders. As the cost of computational power continues to decline and the ability to create more and more elaborate models continues to increase, ABM and other computationally intensive methods are likely to assume a larger role in our understanding of the world. Therefore, it is important for marketing researchers to understand how to rigorously use this new method.
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