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Forecasting by Extrapolation: Conclusions from 25 Years of Research 
 

J. Scott Armstrong 
Wharton School, University of Pennsylvania 

 
 

Sophisticated extrapolation techniques have had a negligible payoff for accuracy in 
forecasting. As a result, major changes are proposed for the allocation of the funds 
for- future research on extrapolation. Meanwhile, simple methods and the combi-
nation of forecasts are recommended. 

 
 
Have advances in extrapolation methods helped to make short-range forecasts better now than in 1960? I 

am defining extrapolation as methods that rely solely on historical data from the series to be forecast. No other 
information is used. This class of methods is widely used in forecasting, especially for inventory control, process 
control, and in situations where other relevant data are not available. 

 
I describe a forecasting procedure that was used in 1960 and then present evidence from research published 

over the last quarter of a century.  
 

 
Short-Range Forecasting in 1960 

 
As an industrial engineer at Eastman Kodak in the early 1960s, I examined the short-range forecasting 

system for color print orders from customers. These forecasts were needed to schedule part-time workers and to 
control inventories. The procedure that had been used for many years prior to 1960 had the following characteristics:  

 
− Weekly historical data on each type of order were collected on the basis of billing records. In 

general, these data were thought to be accurate. Outliers were adjusted or removed.  
 

− Graphs were prepared for the more important items. 
 

− The forecasts were then prepared judgmentally by a man who had been doing this job for many 
years.  

 
Existing literature implied that better forecasts could be obtained by using objective methods. Accordingly, 

I developed and tested a model that used exponential smoothing of deseasonalized data. The deseasonalizing also 
included adjustments for trading days and holidays. Search procedures were then used to find the most appropriate 
smoothing factors for the average and the additive trend. The procedures were based primarily on Brown [1959] and 
Shiskin [1958]. 

 
Historical comparisons showed that the exponential smoothing model was superior to the judgmental 

method for almost all items. Side-by-side comparisons over the next six months provided additional evidence on the 
superiority of the exponential smoothing model. 

 
Given what we now know, would it have been possible to improve upon this extrapolation model, which 

had been developed with methods described in publications prior to 1960?  
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Progress Since 1960 
 

Many sophisticated approaches to extrapolation methods have been developed since 1960. Sophistication 
has come in two forms: sophisticated methods are used to select the appropriate type of model (for example, 
Box-Jenkins [1976] procedures), and complex models are used to analyze historical data. 

 
This sophistication calls for a fitter understanding of mathematics. It has also led to an increase in jargon. 

(For example, the term “univariate time series methods” is often used instead of “extrapolation.”) Sophisticated 
approaches frequently lead to more complex forecasting models which are difficult to understand. Forecasters tell 
me that few of the people in their organizations understand these sophisticated methods. 

 
Numerous theoretical papers have made claims for the superiority of the more sophisticated methods. 

Often, these methods are shown to provide a better fit to historical data. 
 
Are these more sophisticated methods better? One can examine this question using many criteria. On the 

cost side, more sophisticated methods are generally more difficult to understand, and they cost more to develop, 
maintain, and operate. On the benefit side, more sophisticated methods may be expected to produce more accurate 
forecasts and to provide a better assessment of uncertainty. (Other criteria are also important, but in this paper I am 
considering only those related to forecasting.) 

 
An assessment of the relative accuracy of sophisticated versus simple methods is provided in Table 1. This 

table lists all the published studies I could find (although I would not claim that the list is exhaustive). In addition to 
a library search, I relied heavily on experts in the field to identify relevant studies. Gardner [1985] was a particularly 
helpful source. Only published empirical studies that provided forecast comparisons were included. My ratings of 
sophistication were subjective and others might have different opinions. The simple end of the continuum includes 
“no change” or “constant trend” models. Exponential smoothing was regarded as more sophisticated than moving 
averages, despite the fact that exponential smoothing is less expensive. Added sophistication is provided by methods 
where the parameters change as new observations are received, or by methods that use more terms or more complex 
relationships to time. Box-Jenkins procedures provide a sophisticated approach to selecting and estimating the 
proper model. 

 
Table 1 shows that the scientific evaluation of extrapolation methods is comparatively recent. None of the 

39 studies were published prior to 1960. Six studies were published in the 1960s, and 25 were published in the 
1970s. This indicates a rapid growth rate in evaluation research on extrapolation methods. 

 
More important, Table 1 provides little evidence to suggest that sophistication beyond the methods 

available in the 1960s has had any payoff. Relatively simple methods seem to offer comparable accuracy; 21 studies 
concluded that there were negligible differences, and for the 18 studies showing differences, 11 favored 
sophistication, and seven favored simplicity. However, of the 11 cases favoring sophistication, three have since been 
challenged, and three cases were based on the superiority of exponential smoothing (available prior to 1960). We are 
left with five comparisons favoring sophistication and seven favoring simplicity. 

 
In general, the findings on sophisticated methods are puzzling, and it is unlikely that they could have been 

anticipated in 1960. Many of the sophisticated methods made good sense. For example, it seemed reasonable to 
expect that models in which the parameters are automatically revised as new information comes in should be more 
accurate. Results of the studies offer little support to this viewpoint: Four studies favor the use of adaptive 
parameters, three (including also Torfin and Hoffman [1968]) show no difference, and three suggest that adaptive 
parameters are less accurate. Furthermore, Gardner's [1983] reevaluation of Chow's (1965] data yielded different 
conclusions, and Ekern's (1981] reanalyses of data from the Whybark [1973] and Dennis [1978] studies challenged 
their conclusions, so three of the positive findings did not hold up. The box score for models with adaptive 
parameters does not look good so far. A simulation study by Kahl and Ledolter (1983] suggested that adaptive 
methods help if, in fact, the parameters do vary. Otherwise, adaptive methods react unfavorably to random noise and 
lead to greater errors. But Kahl and Ledolter questioned whether it is possible to identify situations where the 
parameters do change in the real world. It does suggest that manual intervention might help when other evidence 
clearly indicates that a change has occurred (for example, the new tax laws might affect the relationships). 
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Highly complex models may reduce accuracy. While these complex models provide better fits to historical 
data, this superiority does not hold for forecasting. The danger is especially serious when limited historical data are 
available. Ledolter and Abraham [1981] show that unnecessary parameters in the estimation model will increase the 
mean square forecast error by 1/n (where n is the number of historical observations). Bunn [1980], in a simulation 
study, found that the error was larger when the model was too complex for the situation. Conversely, he found larger 
errors if the model was too simple (for example, no trend term in situations where a trend existed). 
 

Of particular interest in the evaluations listed in Table 1 are the large scale empirical studies by Makridakis 
and Hibon [1979], which examined forecasts for 111 time series, and Makridakis et al. [1982], which examined 
forecasts for 1001 time series (the latter study being known as the M-Competition). In general, these studies did not 
offer much support for sophisticated methods. Both studies were subjected to much re-examination, especially the 
M-Competition (see Armstrong and Lusk [19831). McLaughlin [1983], one of the commentators in the 
M-Competition, reanalyzed forecasts from 15 of the methods, and found that a naive model based on the assumption 
that the next period would be the same as the last (using seasonally adjusted data) was superior to more sophisticated 
extrapolations for nine of 15 comparisons. 

 
Table 1 
The accuracy of sophisticated versus simple methods for forecasting. For “results,” a + means sophisticated 
methods were more accurate, a 0 means negligible difference, and a – means simple methods were more 
accurate. 
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Some have suggested that sophisticated methods will prove more accurate if properly used by experts (for 

example, see Chatfield [1978, p. 266]). Is it important to match the sophistication of the method with the expertise of 
the user? Evidence to date suggests, surprisingly, that this concern is not an important one, given that the user has 
achieved a certain (seemingly modest) level of expertise. For example, the M-Competition results were largely 
supportive of Makridakis and Hibon [1979] even though the M-Competition was designed to have outstanding 
experts for each method. Automatic procedures produced accuracy from sophisticated methods equivalent to that 
produced when these methods were used by experts [Hill and Fildes 1984]; this suggests that there is little need for 
experts. Also, a study by Carbone, Andersen, Corriveau, and Corson [1983] found that students with a modest 
amount of instruction were able to do as well as experts when using Box-Jenkins and other methods. 

 
Some have suggested, based on ex post interpretations of the M- Competition, that sophistication might be 

relevant in certain situations. I would have found this argument more convincing had their hypotheses on “which 
methods would be better in what situations” been stated prior to the M-Competition. 

 
My conclusions about the value of simple methods for forecasting in business and economics remind me of 

the history of extrapolation methods for demographic forecasting. Dorn [1950] and Hajnal [1955], in their reviews 
of the evidence, both suggested that the more thought demographers put into their extrapolations, the more complex 
their methods became, but the poorer their accuracy. 

 
 
Alternatives to Sophistication 
 

Although the development of sophisticated methods has yielded little gain to date, some areas do seem 
worthy of further research. It may be possible to clearly identify which methods will be better in given situations. To 
do this, I suggest experimental studies comparing specific methods, rather than the approach used in the 
M-Competition, where models that utilized a variety of methods were contrasted. For example, one might study 
whether the attenuation (or dampening) of trend factors would produce better forecasts in situations involving large 
changes. Also, one could examine whether the attenuation of seasonal factors improves accuracy in situations with 
large but difficult to measure seasonal factors. 

 
Lawrence [1983] concluded that people can do as well as computers and sophisticated methods in 

extrapolating trends. These results were obtained even though the people had no information other than the historical 
data on the series being forecasted. In other words, the extrapolation by person was based on the same information 
as the extrapolation by computer. More recent results in Lawrence, Edmundson, and O'Connor [1985] support 
Lawrence's original findings. These studies suggest that further research is needed on when and how to use judg-
ment for extrapolation. 

 
Still another area of promise is the strategy of combining forecasts from different extrapolation methods. 

Newbold and Granger [1974], in a study of 80 monthly time series, showed that the best forecast can usually be 
improved by combining it with a forecast from another extrapolation method. Morris [1977], in a forecast of the 
sunspot cycle, reduced the error by 50 percent when combining forecasts from two different extrapolation models; 
however, the weights on each forecast were selected after the fact, so the gain is suspect. Additional evidence is 
provided in Table 2, which summarizes all studies that I could find that made an estimate of the magnitude of error 
reduction that resulted from combining forecasts. The Bates and Granger and the Ogburn results are based on my 
reanalysis of their results. The combinations produced significant gains in comparison with the typical (average) 
forecast error of the methods used, but the sample sizes for these studies were small. 
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Table 2 
Percentage reduction in error by combining extrapolation forecasts versus average error of component 
forecasts 

   Number or Methods 
Study Data Criteria* 2 3 4 5 
Armstrong [1978, p. 167] International Photographic Market MAPE 17 37 - - 
Bates and Granger [1969] International Air Travel RMSE 12 - - - 
Ogburn [1946] Air Travel Market MAPE -  - - 64 
Reinmuth and Geurts [1979] Salt Lake Retail Sales Theil’s U2 80 92 - - 
Bunn [1979] Tourists to Hawaii RMSE 60 - - - 
   * MAPE = Mean Absolute Percentage Error; RMSE = Root Mean Square Error  

 
Additional and much more extensive evidence on the value of combined forecasts was presented by 

Makridakis and Winkler [1983] using data from the 1001 Series in the M-Competition data. If one does not know 
which of a set of extrapolation forecasts is most accurate (this being the typical case), then combining forecasts 
produces dramatic gains. Although the extent of the gains diminished with each additional method in their study, 
substantial benefits were made even for the fourth or fifth methods. 

 
The question of how many forecasts to combine is, of course, a cost/benefit issue. Even if you know which 

is the best extrapolation method (an unusual situation), the strategy of combining forecasts, is likely to help, 
especially if a number methods are combined. 

 
Given that we know little about the best way to weight the components of a combined forecast, I suggest 

starting with the least expensive method, and then investing in successively more expensive methods. Or you could 
start with the most understandable method. Use methods that are as different as possible, and simply weight each 
forecast equally. 

 
Conspicuous by its absence is research on the best way to assess uncertainty in these forecasts. Williams 

and Goodman [1971] and Newbold and Granger [1974] did find that the confidence intervals developed by 
simulating the use of the extrapolation.  

 
  

Conclusions 
 

Since 1960, significant effort has been devoted to the development of sophisticated methods for forecasting 
by extrapolation.  Shortly after this, research began to evaluate these new methods. Research on the evaluation of 
extrapolation methods has been growing rapidly, and evidence is now available from about 40 studies. 

 
For further research on extrapolation, experimental designs should be used to assess hypotheses on each 

component in specific situations (for example, what is the value of attenuating the trend where large changes are 
forecasted?), the assessment of the most effective way to use experts, the use of combined forecasts, and the best 
way to assess uncertainty. 

 
In addition to using empirical and simulated data, researchers can test hypotheses using previously 

published research. Only recently has the number of studies become large enough to allow for this type of research. 
Quantitative reviews of this research, “meta-analysis,” would be especially valuable as demonstrated in the 
experiment by Cooper and Rosenthal [1980]. 
 

For the practitioner, the implications are clear: Relatively simple extrapolation methods like those 
described by Brown [1959], Shiskin [1958], and Winters [1960] are adequate. The analyst should make adjustments 
for outliers, trading days, and seasonality, then use a relatively simple method such as exponential smoothing to 
estimate trend and seasonal factors. These methods provide accuracy equivalent to more complex methods at a 
lower cost, and they are easier to understand. Remember the advice of William of Occam, who said “one should not 
introduce complexities unless absolutely necessary.” Despite the fact that William died of the Black Death in 1349, 
“Occam's Razor” is good advice. Finally, use more than one method. My suggestion is to spread the budget over 
three or four in expensive and easily understood. methods, then calculate an average forecast.  
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A comment from Robert U. Ayres, Carnegie-Mellon University, Pittsburgh, Pennsylvania. 
 

The forecasting profession (like some others) will benefit more from the kind of insight exemplified by 
Professor Armstrong's review paper than from more of the rather academic studies he surveys. Perhaps I may be 
permitted a few speculative remarks of an even more Olympian character. 
 

The main conclusions to be drawn from this body of research are that more sophisticated models do not 
consistently yield better results than simple ones or even "eyeball" extrapolations but that combination of various 
methods consistently do give better results than any single method. Now, it is fairly obvious that the best possible 
forecast will be obtained by whatever procedure most accurately decodes the time series data, that is, most fully 
utilizes the message contained in it while rejecting the "noise." Each of the statistical methods tested only recovers 
part of the coded information. In fact, the surprising conclusions cited by Armstrong can perhaps be explained on 
the hypothesis that even the "best" statistical method recovers only a fairly small part of the coded information in the 
time series. The fact that subjective "eyeball" extrapolations are as good as computer extrapolations, at least in some 
situations, would seem to substantiate this hypothesis. It is clear that in this case (as in numerous others) the human 
brain does not utilize the same computational (or analog) procedure as the computer. Although I claim no special 
expertise in cognitive psychology, it is virtually certain that human beings do much better at forecasting trends 
presented in graphic forms than they do at forecasting from tabular data. The likelihood is that the human brain does 
two things better than statistical models: First, it extracts and synthesizes a good deal of information on second and 
higher order derivatives that is largely neglected by statistical models. Second, the brain is probably better at 
discriminating random noise from cyclic variations. The fact that the algorithm for doing these things is unknown to 
cognitive psychology does not mean that plenty of higher order information is not potentially recoverable from time 
series data. 

 
The bottom line seems to be that even the best single statistical technique yet invented for decoding time 

series data may not be particularly good in absolute terms. This is a fascinating conjecture, startlingly reminiscent of 
a theorem from information theory (by Claude Shannon?) to the effect that even the most efficient known code is 
less efficient in terms of channel capacity utilization than the average of all possible codes. If this is true, 
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statisticians are in no immediate danger of approaching asymptotic limits. Unfortunately, it is by no means obvious 
how to break through the present impasse. 

 
 

 
A comment from Carl F. Christ, The Johns Hopkins University, Baltimore, Maryland. 

. 
Readers of Scott Armstrong's valuable survey of forecasting by extrapolation may be interested in a brief 

look at another approach to forecasting: econometric modeling. There is substantial literature on it, and several 
forecasters now use it on a regular basis. 

 
In 1975 I summarized the performance of such models as follows: "Econometric models of the US 

economy have been developed to the point where forecasters who use them can forecast real and nominal GNP two 
or three quarters ahead with root mean square errors of less than one percent, and six quarters ahead with RMS 
errors of one to two percent. The best of them now usually do better than forecasters who do not use such models." 
[Christ 1975, p. 54] 

 
The situation is roughly similar today. Forecasters who use such models can do rather well over short 

horizons (up to six quarters ahead), and the best ones outdo forecasters who don't use such models. Many firms pay 
to receive such forecasts, which indicates that they have value. However, for longer horizons the forecasting quality 
deteriorates. Furthermore, the models diverge substantially from each other for longer-run forecasts. Hence there is 
roam for further improvements. 
 

A thorough review of several leading econometric models and their performance is in Klein and Burmeister 
[1976]. A careful comparison of forecasts made by several models is in Fromm and Klein [1976], which is the 
source of the data for graphs of forecasts errors presented in Christ [1975] . See also Zarnowitz [1979] for more 
recent evaluations of forecasts. 

 
A promising union of econometric modeling and Box-Jenkins time series methods is proposed by Zellner 

and Palm [1974]. They suggest that time-series methods be used to obtain the forecasts of the variables that are not 
explained by the econometric model. And they explain how tests of the econometric model can be conducted with 
the aid of time series analysis. 
 

An important critique of econometric methodology is offered by Lucas [1976]. It is related to the theory of 
rational expectations. This theory holds that some of the variables to be explained are private agents' current 
expectations of future values of other variables, and that private agents will form these expectations in a rational 
way, based on the information they have (or can obtain at some cost) about the private economy and about the 
policy rules being followed by the authorities. Lucas notes that in consequence, some of the parameters in con-
ventional econometric models are functions of government policy rules, and will change if the policy rules are 
changed. This introduces an added complication into the forecasting process. Current research is directed at this 
problem. 
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A comment from J. Keith Ord, Division of Management Science, The Pennsylvania State University, University 
Park, Pennsylvania. 
 

In an earlier paper [Armstrong 1978], Scott Armstrong challenged the assumption that econometric models 
can provide better forecasts, and he has now presented a similarly well-researched and thought-provoking survey of 
extrapolation techniques. He notes that not all the earlier readers of his manuscript are in complete agreement with 
his views, so further dissent will come as no surprise. The several points appear under individual headings for clarity 
of presentation (and ease of reply!) 

 
 

The Box-Jenkins Approach 
 

In their seminal work, Box and Jenkins [1970] developed a four-stage approach to time-series analysis: 
model identification (or selection) from a broad class of possibles, the estimation of unknown parameters, model 
validation, and finally, forecasting. Armstrong is quite clear in his paper that “Box-Jenkins” is an approach to 
forecasting and not a specific method, although others have fudged the distinction. Nevertheless, it is useful to look 
at the various stages of the Box-Jenkins paradigm. 
 
Model Identification: Box and Jenkins suggest that 30 or more observations are needed before their correlogram 
methods provide a reliable guide to model selection; even more observations are required for monthly seasonal data. 
Since the majority of the series in the M-Competition [Makridakis et al. 1982] were shorter than this, we might 
expect that the correlograms often gave a less than clear indication. Further, short series tend to lead to the selection 
of simple models which, in turn, often reduce to standard forecasting techniques. The best known example of this is 
the first order moving average model for a (once) differenced time-series which leads directly to single exponential 
smoothing. In such circumstances, the scarcity of data may lead the “Box-Jenkins expert” to the same model as the 
“simplistic forecaster” and, in turn, to the sane forecasts. The Box-Jenkins approach can hardly be blamed for failing 
to deliver more than is possible from a scanty database. 
 
Model Estimation: The improvements in estimation procedures have been considerable in the past 10 years, and 
many of these are now being used even for simple forecasts. For example, in the M-Competition, Makridakis used 
discounted least squares for the exponential smoothing methods in preference to the less efficient methods used in 
Makridakis and Hibon[1979]. As computing costs fall, the introduction of improved estimation procedures offers 
scope for better forecasting.  
 
Model Validation: Tests for checking a model's validity can lead us towards more automated procedures of 
selection. I agree with Scott Armstrong that there is a need to more clearly identify “which methods will be better in 
given situations.” To me, this suggests more work on validation and selection methods, not less. 
 
Forecasting: The optimality of sophisticated forecasts rests upon two assumptions: that the model is correct and that 
the model structure does not change over time (particularly, in the future!). The earlier steps ensure that we model as 
best we can, but a change of structure may still blow the forecasts off course. If, indeed, time-series in business 
follow the Hobbesian View of life and are “nasty, short, and brutish,” then perhaps simple methods do as well as any 
other single series technique. However, structural changes may themselves be predictable, suggesting that 
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intervention analysis [Box and Tiao 1975] or Bayesian forecasting methods [Harrison and Stevens 1976] may be 
appropriate.  

 
The commentaries on the M-Cornpetition [Armstrong and Lusk 19831 overlook one other salient aspect of 

short-term forecasting. Suppose the “expert” selects a two-parameter moving average scheme with single 
differencing, that is ARIMA (0,1,2), whereas “intuitive man” says “use yesterday's value.” Their three (or more) 
step ahead forecasting mean square errors (MSE) are identical, by definition. Thus, even when expert and intuitive 
man choose different models, their forecast MSEs will often converge as the forecasting horizon increases.  

 
 
Directions for Further Research 
 

The headings on my checklist are not very different from those suggested by Scott Armstrong, but I believe 
there are some important differences of emphasis. Model Selection: When the forecast being generated is 
sufficiently important to justify modeling effort rather than the automatic use of a standard technique, identification 
procedures are needed. If, in due course, these can be built into a computer program, so much the better. 

 
However, I believe such methods will come from further research in the practice and theory of time-series 

rather than purely data-analytic studies.  
 
Use of Experts: The purpose of statistical forecasts is to relieve the expert of tedious extrapolation duties, not to 
compete with him or her. The emphasis on research in this area should be on combining the different information 
sets available to the statistician and the manager rather than trying to see who does better with the same information.  
 
Combinations of Forecasts: It is still unclear why combinations of forecasts work as well as they do. However, I 
believe that work on forecasting errors due to model misspecification will guide us to better forecasting than will 
omnibus methods applied nonselectively. 
 
Assessing Uncertainty in Forecasts: I am not sure that I understand Armstrong's comments on this topic. Prediction 
intervals are available for most forecasting methods, although these usually depend on assumptions of normality. If 
the normality clause is under attack, I would agree that further work is needed.  
 
Outlying Observations: Armstrong mentions the need to adjust for outliers, but does not highlight it as a future 
research area. However, extreme values may seriously disturb estimation procedures, efficient or otherwise (see 
Martin [1981] and related papers). Outlier adjustment and the development of outlier- resistant estimators are both 
important, as is the need for forecasting methods which can isolate and adjust to new outliers. Again, Bayesian 
forecasting [Harrison and Stevens 1976] offers potential solutions here.  
 
Trend Analysis: Since Scott Armstrong's paper emphasizes short-term forecasting, longer term trend analysis may 
seem out of place in this discussion. However, I think that the lessons we have learned while building short-term 
models can be applied to longer term forecasting using growth curves [Ord and Young 1984].  
 
 
Conclusions 
 

Overall, my view of what needs to be done is not so very different from that presented by Scott Armstrong. 
However, I believe that time-series analysis has contributed fundamentally to the field of forecasting and will 
continue to do so in the future. Thus, it would appear that our search for solutions will lead us down different 
pathways which, as the Cheshire Cat might have said, “is just as well if you wand to go to different places.” 
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Reply to the Commentary 

 
My review focused solely on extrapolation methods for short-range forecasting. I agree with Christ that the 

incorporation of causal factors should improve accuracy for longer-range forecasts. However, more research should 
be done on that topic. 

 
Ayres referred to the studies in my review as “rather academic.” This opinion differs from my own 

viewpoint, which is that these studies are “valuable” and “interesting.” They represent an exciting movement in 
forecasting away from description (“Here is a sophisticated model with some wonderful capabilities.”) to 
empirical testing (“Which method is most effective in 'a given situation?”). This is a natural movement in the 
scientific study of forecasting. I hope it continues. Without it, obviously, there could be no empirical review 
studies. 

 
The continued growth of empirical testing would help to address the many key issues which are well 

formulated by Ord. For example, it would be useful to have studies that test Box-Jenkins against alternative 
procedure in conditions where the B-J procedures are hypothesized to be superior (for example, situations where 
one-step-ahead forecasts are desired and where ample historical data are available). Finally, I like Ord's call for 
research studies that combine time series theory with empirical testing.  
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