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Scanner Data

Because consumers are believed to use simplifying heuristics to screen alternatives
before choosing one to purchase, the authors formulate and estimate an elimination
by aspects model at the individual household level, using UPC scanner data collected
from purchases of regular ground coffee. The proposed model fits and predicts the
data as well as its compensatory approximation. The parameters of the proposed
model are reasonably stable, unbiased, and different in interesting ways from their

An Elimination by Aspects Model of Consumer
Response to Promotion Calibrated on UPC

compensatory counterparts.

A busy consumer is pushing her shopping cart down
one of the aisles of her favorite supermarket. As she nears
the coffee area she scans the brands, looking for special
offers. She notices an acceptable brand on promotion,
puts a can of that promoted coffee in her cart, and moves
down the aisle.

In today’s supermarkets, where different promotional
devices assail consumers from all directions, this type of
behavior is quite plausible. Consumer promotions, often
offering substantial price cuts, enable shoppers to make
quick, fairly good decisions without processing all avail-
able information. Brand choice models rarely allow pro-
motions to play this type of role. The model proposed
here is based on the notion of a phased decision strategy.
We hypothesize that, under certain conditions, some in-
dividuals screen alternatives for promotional offers be-
fore making a selection.

In recent years, the notion of a phased, or noncom-
pensatory, decision strategy has gained wide acceptance.
Under a variety of conditions, consumers are believed
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to use simplifying heuristics to restrict their choice set
to a limited number of alternatives before choosing one
to purchase. As Johnson, Meyer, and Ghose (1989, p.
255) have stated,

Even the most casual examination of consumers’
verbal reports indicates that decisions are based, at
least in part, on noncompensatory strategies that do
not involve tradeoffs. Supporting evidence for the
use of such heuristics pervades the literature, in-
cluding studies using information display boards (e.g.,
Bettman and Jacoby 1976, Lussier and Olshavsky
1979, Payne 1976), eye movements (Russo and
Dosher 1983), and even in-store verbal protocols
(Payne and Ragsdale 1978).

Johnson, Meyer, and Ghose call for models that are
“better representations of decision processes” (p. 268).
We respond to that call by offering an elimination by
aspects (EBA) model of consumer choice that can be
estimated with UPC scanner data. We find, as would be
predicted (Dawes and Corrigan 1974; Johnson and Meyer
1984), that these individual-level EBA models perform
no better than their compensatory counterparts in esti-
mation and prediction. However, these EBA models re-
flect a widely accepted noncompensatory functional form,
yielding parameters that are unbiased and reasonably sta-
ble. Further, those parameters provide insights that would
be masked by a compensatory modeling scheme.

We first present some background about EBA and re-
lated models and then describe the model used in our
application. In the Estimation section we describe the
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data, estimation technique, and reference models and re-
port results of statistical tests of parameter stability. We
then consider the differences between noncompensatory
and compensatory models’ parameters. We close with
the argument that this model complements current models
and estimation techniques and that it provides insights
that are otherwise masked.

THE ELIMINATION BY ASPECTS MODEL

The EBA model, first described by Tversky (1972),
is perhaps the best-known model of sequential, noncom-
pensatory choice behavior. The basic premise behind EBA
is that the decision maker chooses an attribute, screens
out unacceptable alternatives on the basis of that attri-
bute, and continues until the remaining alternatives do
not share any common attributes. At that point the Luce
choice axiom (Luce 1959) is used to choose a single al-
ternative from those that remain.

Despite the intuitive appeal of EBA, applications of
the model have been rare. Batsell and Polking (1985)
cite two primary reasons: (1) the full EBA model re-
quires a large number of parameters to be estimated and
(2) software designed specifically for EBA estimation is
lacking.

Several researchers have proposed extensions or vari-
ations of EBA (see, e.g., Batsell and Polking 1985;
Manrai and Sinha 1989), whereas others have proposed
alternative noncompensatory models with no direct links
to EBA (e.g., Currim, Meyer, and Le 1988; Gensch
1987). Most of their studies have successfully uncovered
the frequent use of phased heuristics, demonstrating that
the explicit estimation of such decision strategies can
significantly improve a model’s fit and interpretability.
Here, however, we examine the consequences of using
a “pure” EBA model with no further analytical adorn-
ments. We believe that an elementary EBA model, fea-
turing a simple screening rule, can contribute to our un-
derstanding of individuals’ choice behavior.

MODEL DESCRIPTION

The supermarket is a fertile environment for the use
of simplifying heuristics, because consumers make
hundreds of low involvement decisions on a regular ba-
sis. It seems reasonable that consumers might often use
a limited set of attributes to screen out “unacceptable”
alternatives, thereby reducing the complexity of the de-
cisions they must make. A prominent attribute in this
situation is promotion. For example, the CLS estimation
procedure used by Currim, Meyer, and Le (1988) sug-
gests that promotions such as in-store displays and news-
paper features play a prominent role in the phased de-
cision strategies apparently used by numerous consumers
in purchasing regular ground coffee. We highlight and
further explore the role of promotions as simple screen-
ing devices in low involvement shopping situations.

We begin with an assumption about consumer pref-
erences.
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A;: Each consumer has adopted, through past behavior,
a set of brands that he or she will consider in pur-
chasing from a product category. We call that col-
lection of brands the “acceptable set.”

We next make a series of assumptions about the con-
sumer’s choice rule and the role of promotional offers
in that rule.

A;: The consumer chooses among brands considered for
choice with probabilities proportional to his or her
preferences for those brands.

A;: The consumer’s promotion sensitivity is defined as
the probability that he or she will screen alternatives
on the basis of promotional offers that he or she en-
counters.

A,: When screening on promotional offers, the consumer
restricts consideration to those brands in his or her
acceptable set that are on promotion.

A, is consistent with Luce’s (1959) formulation and
has been shown to have strong predictive validity across
a wide variety of choice situations. The formulation is
less successful when some alternatives in the choice set
are more similar to one another than they are to other
alternatives (e.g., two caffeinated coffees are more sim-
ilar to one another than is a caffeinated coffee to a de-
caffeinated coffee.) We consider only choice from prod-
uct categories in which such unequal similarity is not an
important characteristic of choice alternatives.'

Just as A, reflects stochasticity in the brand choice,
A, reflects stochasticity in promotion response. Here we
assume that a consumer occasionally will miss or inten-
tionally ignore promotional offers. Combining A, with
A, suggests that the consumer sometimes will react to
promotional offers by screening out unpromoted brands.

Definition of Terms

As detailed in A,, we assume that each consumer has
a set of acceptable brands, denoted a;. Each consumer
also has a promotion sensitivity parameter, v;, which
represents the probability that consumer i will restrict his
or her choice to promoted brands, conditional on at least
one of the acceptable brands being on promotion. Fi-
nally, each consumer has a set of preferences for the
brands in a;. Consumer i’s preference for brand k, m,
is a number between O and 1 that reflects his or her feel-
ings toward all features of brand k other than its pro-
motional status. Let

a; = set of acceptable brands for consumer i (those
brands that consumer i ever chooses),

Ty = consumer i’s preference for brand &, indepen-
dent of brand k’s promotional status, 0 < m,,
Zmy =1,

"This restriction of equal similarity across choice alternatives is not
necessary in a completely general EBA model. We make the restric-
tion here to minimize the number of parameters that must be estimated
for each individual-level EBA model.
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v; = consumer i’s promotion sensitivity (the proba-
bility that consumer i will restrict his or her
choice to promoted acceptable brands given that
some acceptable brand is on promotion),

p, = { 1 if brand k is on promotion at time ¢
ke 0 if brand & is not on promotion at time ¢, and
E,, = probability, assigned by the EBA model, that
consumer i will choose brand k at time .

The EBA Model

The analytical EBA model focuses on the role of pro-
motion in a phased decision strategy. Given that some
acceptable brand is on promotion, consumer i decides
first whether to screen for promotion and then makes a
brand selection from the resulting relevant set. This pro-
cess is denoted as in the following equations.

If some acceptable brand is on promotion:

WP w;
(1a) Ex=(Wae—+(1—7y) —=——.
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l_”mea, § 1 | e 1
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If no acceptable brand is on promotion:

(1b) Ey =

If some acceptable brand is promoted at time ¢, con-
sumer i will screen on promotion with probability v, and
will choose from the entire acceptable set with proba-
bility 1 — +,. If screening on promotion, consumer i will
choose brand & with the probability defined in term II of
equation la. If not screening on promotion, consumer i
will choose brand k with the probability defined in term
IV. Terms II and IV imply that consumer i will choose
among relevant brands with probabilities proportional to
preferences.

If no acceptable brand is on promotion at time 7 (i.e.,
P, = 0 for each brand m in the consumer’s acceptable
set), the promotion screening process does not apply;
therefore, the EBA choice probability expression, Ej,
collapses to equation 1b.

For the proposed EBA model, the only shared attri-
bute is promotion; the consumer can either use it (with
probability vy;) to screen out unpromoted brands or not
use it. In either case, the Luce axiom is used to choose
among the remaining alternatives. Given the assump-
tions of our EBA model (i.e., vy [0,1], 2w, = 1), our
EBA choice probability expression (la and 1b) can be
shown to be consistent with Tversky’s (1972) more gen-
eral model of phased decision making.

Though the structure and assumptions of our EBA
model are likely to be a fair basis for many low involve-
ment brand choice decisions, they also may be some-
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what restrictive. In particular, one might want to include
other predictor variables. We limit this model to brand
preferences and promotion sensitivities so that estima-
tion can be done at the individual level. A more complex
model incorporating regular price, depth of promotional
price cut, and other marketing variables would jeopar-
dize the quality of parameter estimates given the short-
age of data at the individual level. We justify our choice
of variables to include by noting that. in Guadagni and
Little’s (1983) study of purchase behavior, the most im-
portant predictors were brand “loyalties” (an analogue
to brand preferences) and a dummy variable registering
the presence or absence of promotion. (Currim, Meyer,
and Le 1988 offer similar findings.) Furthermore, there
is reason to doubt the criticality of incorporating regular
price and depth of promotional price cut. Scanner data
show there is very little fluctuation in the regular price
of most brands. In addition, there is very little fluctua-
tion in the depth of promotional price cuts for brands in
a given product category. We offer these facts as justi-
fication of our model specification. The ability of the
individual-level EBA models to fit and predict choices
better than an aggregate model incorporating those ad-
ditional predictors adds empirical support for our for-
mulation. In future research, many of the assumptions
and omitted variables can be considered as elaborations
of the basic model.

ESTIMATION

Investigations into phased decision making often have
been based on verbal protocol data. For such analyses,
consumers are asked to “think aloud” while making a
decision. Recordings of the protocols are later tran-
scribed and analyzed. These studies have provided many
insights unattainable with techniques such as conjoint
analysis and regression analysis as they traditionally have
been applied. However, protocol analysis has been crit-
icized on at least two dimensions (Bettman 1979). First,
protocol analysis requires a great amount of data that is
time consuming to collect. This data constraint has driven
researchers to very small sample sizes (e.g., Bettman
1970 investigated two subjects). Second, the quality of
protocol data has been questioned. Consumers may cen-
sor their reports, they may be unable to verbalize what
they actually are doing or, when describing a low in-
volvement decision that they have made many times in
the past, they may be producing a retrospective ration-
ale.

Some of these drawbacks can be overcome by using
other information acquisition methods. Popular alterna-
tives include information display boards (or software),
eye movement analysis, and chronometric analysis
(Bettman, Johnson, and Payne 1989). These techniques
can provide more data than protocol analysis, but each
has idiosyncratic drawbacks that might limit its gener-
alizability to actual choice situations.

We propose a complementary technique for investi-
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gating phased decision-making behavior that exploits the
rich and accurate data now available from universal
product code (UPC) scanner panels. Though this tech-
nique does not provide the richness of insights possible
with consumer self-reports, it does allow the investiga-
tion of a fairly simple, phased decision process that might
be expressed in repetitive, low involvement choice. It
also allows investigation of many different consumers’
behavior over a long time span.

We estimate the EBA models by using a general max-
imum likelihood routine and UPC scanner panel data for
200 consumers prepared by Guadagni and Little (1983).
These data, collected at supermarket checkout counters,
create a detailed record of each purchase occasion.’
Scanner data also contain comprehensive information
about price, availability, and promotional activity for each
brand for every week.

A likelihood function is obtained for consumer i by
using equation 1 for the probability of consumer i se-
lecting each actually chosen brand and then multiplying
these probabilities together. We used a FORTRAN pro-
gram with nonlinear optimization subroutine to choose
optimal values for v, and the set of ;.

We next describe the reference models. The first one
is an individual-level model and is based on a compen-
satory approximation of EBA. The second reference model
is a widely cited aggregate compensatory approximation
of EBA. We offer this second comparison to show that
predictive power need not be lost by turning to individ-
ual-level models.

Reference Models

The individual-level compensatory approximation to
EBA that we use is a disaggregate multinomial logit
model. The aggregate compensatory approximation is
Guadagni and Little’s (1983) logit model. The models
are fit by using the Guadagni and Little calibration sam-
ple panelists with the first 45 weeks of data. The last 20
weeks of data are held out for predictive testing.*

Disaggregate multinomial logit (DMNL). Like EBA,
disaggregate multinomial logit reflects idiosyncratic
preferences and idiosyncratic promotion sensitivities.

*To this point we have assumed implicitly that each decision maker
in our database is an individual. We might be more correct to use the
term “household,” because each panelist identification number refers
to a specific household rather than an individual. Researchers have
emphasized and tried to account for differences between individual
and household brand choice decisions (Davis 1976; Kahn, Morrison,
and Wright 1986). These individual /household distinctions may have
some influence on the estimated parameters, but should not affect the
general theory to a large extent.

*Estimated parameter values were reasonably insensitive to starting
points and to the version of the optimization routine employed.

*Each panelist’s acceptable set is defined as the set of brands chosen
at least once by the panelist over the 45 weeks of calibration data.
Any brands first purchased during the 20 weeks of holdout data lead
to choice probabilities of zero for EBA and DMNL.
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DMNL can be thought of as a compensatory approxi-
mation of EBA.® The most common form of DMNL uses
the following type of function form:

consumer s utility for brand k at time ¢

[
- E econsumct i’s utility for brand m at time ¢

Dy
mea;

where “consumer i’s utility for brand k at time ¢” is ex-
pressed as a linear function of brand &’s attributes at time
t. In the simple model considered here, “consumer i’s
utility for brand k at time ¢” is equal to

bl'OPh + 2 bime

where P,, indicates whether brand k& is on promotion at
time ¢ and the X,,’s are dummy variables indicating the
brand under consideration (e.g., when estimating utility
for brand k, X, = 1 and all other X,, = 0). Hence, “/’s
utility for brand k at time t* = by Py, + b; and

boPy+b;
el)h ik

2 eb,op,,,+b,-,,, :
mea;

Dy,

We restate DMNL to facilitate its comparison with EBA.
In particular, we let

e’ = @, = consumer i’s promotion sensitivity under DMNL

and
e” = [I, = consumer i’s preference for brand & under DMNL
(scaled so that 0 = II; = 1 and IT’s sum to 1).
o7 I,
D= ™
>, 01l

mea;

@)

This restatement highlights the different roles promotion
plays in the two models and facilitates the comparison
of estimates of DMNL’s preference parameters (II;) with
estimates of EBA’s preference parameters ().

An example helps illustrate the structural difference
between the two models. Suppose a consumer has two
relevant brands (¢ = [brand 1, brand 2]) with prefer-
ences T, and r,, respectively, for EBA and II, and II,,
respectively, for DMNL. We drop the subscript i for ex-

positional purposes.
If at time ¢ only brand 2 is on promotion, then

I,

3 D,=—"H—
@ YL, + OIL,

*Under certain restrictive conditions, DMNL is a special case of
EBA—for example, if we further restricted the proposed modeling
context to consider only brand preferences.
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For the EBA model we have

m
S) E,=(0-v)
m + m,
and
w2
(6) Ey=m—+0-vy) .
™5 ™+

Comparing the DMNL and EBA model structures, we
see that they imply very different consumer choice strat-
egies. In the DMNL model, utility for promoted brands
is boosted by ® and the consumer chooses from ac-
ceptable brands with probabilities proportional to the al-
tered utilities. In the EBA model, promotion is used as
a signal for screening alternatives. The two models differ
in how often a consumer will respond to promotions.
The EBA model suggests that 1 — vy of the time the
consumer will deviate from his or her promotion screen-
ing strategy. The DMNL model allows for no deviations
from its prescribed decision strategy; it assumes that util-
ity is always boosted by the presence of promotions.

Guadagni and Little (GL). Guadagni and Little’s (1983)
aggregate logit model captures individual differences in
preferences through their loyalty variables. It goes be-
yond those loyalty variables to reflect (among other things)
promotion sensitivity. However, promotion sensitivity in
their model is estimated at the market level. We refer
the reader to their article for an exact specification of
their model, but note here that their model has been shown
to fit these data well and to have very good predictive
ability.

Comparison Statistics

Table 1 reports statistics comparing the three models
across the estimation and forecast periods. Estimation
period statistics include PC, the average probability as-
signed to the brands actually chosen; RMSE, root mean
sczluared error; LL, the log of the likelihood function; and
p° (Horowitz 1983), an estimate of §oodness of fit that
adjusts LL for degrees of freedom.® Smaller values of
RMSE indicate a better fit whereas larger values of all
other statistics indicate a better fit.

Estimation period values of PC, RMSE, and LL in-
dicate that EBA and DMNL are indistinguishable on the
basis of a simple t-test (p > .10) and that both fit the
data better than the Guadagni and Little (GL) aggregate
model (p < .01). However, EBA and DMNL estimate

%’ =1 — ((LL - (k/2)]/LL,) where k is the number of estimated
parameters, LL is the log likelihood of the estimated model, and LL,
is the log likelihood of a reference model. In this case, we use ag-
gregate market shares as the reference model.
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Table 1
MODEL COMPARISON STATISTICS

Forecast period
(last 20 weeks)

_ % 1st choice
PC RMSE predictions

Estimation period
(first 45 weeks)

Model PC RMSE LL [

EBA 670 445 —595 .60 .545 .587 43.6
DMNL .670 447 —602 .59 .548 .588 43.4
GL 531 588 —977 .48 .494 .628 42.3

many more parameters than GL. The p° statistic adjusts
for degrees of freedom and still shows an advantage for
EBA and DMNL. .

Forecast period statistics include PC, RMSE, and the
percentage of correct first-choice predictions. The like-
lihood-based statistics (LL and p°) are omitted because
they are undefined for consumers who chose some brand
in the forecast period that they had not chosen in the
estimation period.” The differences between the aggre-
gate reference model (GL) and the two individual-level
models (EBA and DMNL) are significant at the .01 level.
The difference between EBA and DMNL is not signif-
icant at the .10 level.

We now focus on the two prediction schemes (EBA
and DMNL) that best fit and predict the data. Because
of the small sizes of the samples used to estimate these
individual-level models (average number of purchases
per consumer in the estimation period = 15), we cannot
rely on standard asymptotic test statistics to evaluate their
parameters. Therefore, we next describe and report the
results of a bootstrap procedure used to examine the sta-
bility and unbiasedness of the individual-level models’
parameters. We then characterize differences in param-
eters estimated by EBA and DMNL. The upshot of those
differences is explored in the Implications section.

Quality of Parameters

A typical consumer in this database has three brands
in the acceptable set and makes roughly 15 purchases
during the estimation period. The individual-level models
(EBA and DMNL) estimate four parameters for such a
consumer {one promotion sensitivity parameter and three
brand preference parameters). Given the small number
of observations per parameter estimate, we seek some
assurance that the estimated values of these parameters
are not overly affected by the length of the purchase his-
tories and the variability of the specific promotional en-
vironments faced by each consumer.

"Recall that consumer i’s acceptable set, a;, is defined as any brand
chosen by consumer i during the estimation period. If, in the forecast
period, consumer i chooses some brand that is not in g, any of the
disaggregate models will assign a probability of zero to that event and
the entire likelihood function will be driven to zero (driving LL to
negative infinity).
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To test the sensitivity of the parameter estimates to the
purchase histories, we use a bootstrap procedure similar
to the one described by Chapman and Staelin (1982). We
start with the set of parameters estimated from a con-
sumer’s actual purchase history and then estimate “pseu-
dovalues” of those parameters by resampling from the
actual purchase histories and reestimating the model pa-
rameters. Full details of the bootstrapping procedure are
given in the Appendix. In essence, we create 50 repli-
cates of each parameter from modified purchase histo-
ries, and then examine the variability of those estimates
and the differences between those pseudovalues and the
original parameters. In general, if the pseudovalues tend
to be tightly clustered and close to the originally esti-
mated parameters, we have more confidence that the
original estimates are not particularly sensitive to the types
of promotional environments or number of purchases made
by each consumer.

Before we discuss the results of the bootstrapping pro-
cedure, several notes are in order. First, when analyzing
the estimated preference parameters, we choose a ran-
dom (acceptable) brand for each consumer instead of
considering every brand for every consumer. This ran-
dom set of consumer-brand combinations is used for all
analyses involving preference parameters, thereby en-
abling us to perform univariate analyses instead of the
more complicated multivariate tests.

Second, when analyzing the bootstrapped parameters,
we replace the DMNL promotion sensitivity parameters,
0;, with their reciprocals, 1/0,. We do this because the
parameter ©; can take values from one to infinity. With
that wide range of possible values, one would expect
great variability in bootstrapped parameter estimates. In
contrast, 1/0, takes values from zero to one, similar to
Y:- We believe the across-model parameter stability com-
parison is more meaningful with the two promotion sen-
sitivity parameters varying over the same range.

Bootstrapping Results

To estimate a parameter’s stability we calculate the
standard error of the mean (SEM) of each parameter’s
pseudovalues across the 50 bootstrapped samples. We
then report the average of these standard errors across
the 200 panelists. Our measure of parameter bias is the
difference between the parameter estimated by using the
actual choice history and the average of 50 pseudovalues
of that parameter.

We focus on four parameters: promotion sensitivity
as estimated by EBA (v;) and as estimated by DMNL
(1/0,) and brand preference as estimated by EBA ()
and as estimated by DMNL (I1,).

Y: = panelist i’s promotion sensitivity parameter as
estimated by using EBA and the panelist’s actual
choice history

O, = panelist i’s promotion sensitivity parameter es-
timated by using DMNL and the panelist’s ac-
tual choice history
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w; = panelist i’s preference for a randomly chosen
brand as estimated by using EBA and the panel-
ist’s actual choice history

II; = panelist i’s preference for a randomly chosen
brand as estimated by using DMNL and the
panelist’s actual choice history

For each of these parameters, we create 50 pseudo-
values and then calculate the average and SEM of those
pseudovalues. Finally, we create a statistic comparing
the parameter estimated by using the actual choice his-
tory with the average of its bootstrapped counterparts.
Rather than displaying the rules for calculating these av-
erages, standard errors, and differences for each param-
eter separately, we report the rules once for a generic
parameter 7. By substituting -y, 1/0, w, or Il for v, one
can infer the rule used to calculate all statistics used in
Tables 2 and 3.

;s = value of parameter m in panelist i’s s boot-
strapped sample
50

1:‘ _ Z Mis/50 = average value of parameter m in

s=1

panelist i’s bootstrapped samples
50

05 =

(M — 1:5)2/(49 * 50) = estimate of parameter
s=1
stability of panelist i
Am;, = m; — m;, = difference between actual and boot-
strapped parameter values for panelist i

Table 2 provides evidence that both individual-level
models stand up to the bootstrapping procedure. From
the first row of Table 2 we see that the parameter esti-
mates are reasonably stable. Standard errors between .01
and .02 are not exorbitant given an average promotion
sensitivity value of about .6 and an average preference
value of about .3. Rows 2 and 3 of Table 2 provide fur-
ther evidence of parameter stability. From the last row
of Table 2 we see that, on average, the original param-
eters are not much higher or lower than their boot-
strapped counterparts.

To explore the effect of purchase history length on
parameter quality, we consider the correlation of param-
eter differences (actual value minus average boot-
strapped value) with number of purchases in a consum-
er’s choice history. As we would expect, the absolute
size of the deviations increases as purchase histories be-
come shorter. This pattern is reflected in the significant
negative correlations (o« = .01) for all entries in the first
row of Table 3. However, these larger differences for
short histories are as likely to be positive as they are to
be negative, suggesting that shorter purchase histories
are not likely to produce biased statistics. We draw this
inference from the lack of significant correlation (at o
= .05) between purchase history length and the signed
value of the actual minus bootstrap difference reported
in row 2 of Table 3.
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Table 2
PARAMETER QUALITY STATISTICS
(average standard errors of bootstrapped parameter estimates and differences between actual and
bootstrapped parameter estimates)

¥ 1/ T n
EBA DMNL EBA DMNL
promotion promotion preference preference
parameter parameter parameter parameter
Stability
Average value of bootstrapped standard
error (o;,) across 200 panelists 021 018 015 016
Number of panelists (of 200) for whom
difference (Av;) is within *+.01 96 104 123 124
Number of panelists (of 200) for whom
difference (Am,) is within +.10 183 177 195 193
Bias
Average value of Av), across 200 panelists —.007 004 —.005 —.004

In summary, we see evidence that individual-level
model parameters become less stable as purchase his-
tories become shorter. However, the purchase histories
used in our study seem long enough to produce reason-
ably stable parameter estimates. Finally, we find no evi-
dence of bias in parameter estimates, nor do we find
evidence that a tendency toward bias is related to length
of purchase history.

Differences in EBA’s and DMNL’s Parameters

We see that it is feasible to estimate individual-level
models. Both EBA and DMNL perform favorably in
comparison with GL. Further, the individual-level models
yield reasonably stable, unbiased parameter estimates.
More importantly, we find that the task of estimating a
noncompensatory model posed by Johnson, Meyer, and
Ghose (1989) is a feasible one. In addition, the param-
eters of the noncompensatory EBA models differ in in-
teresting ways from their compensatory DMNL coun-
terparts. In this section, we highlight those differences.

Table 3
IMPACT OF PURCHASE HISTORY LENGTH
(correlations of purchase history length with parameter
differences)

Yi 1/6, ;i II,

Stability

Correlation of

absolute size of

difference (|An;|) with

number of purchases

made by consumer —.186 —.180 -.290 -.297
Bias

Correlation of

difference (Aw;) with

number of purchases

made by consumer .090 .043 .118 114

Comparability. One important difference between pa-
rameters estimated by EBA and those estimated by DMNL
is parameter comparability. Guadagni and Little (1983,
p- 207) point out that logit “produces larger utility values
in a model that explains more variance than in one that
explains less.” This observation suggests that analogous
logit parameters cannot be compared across separately
estimated, individual-level models (unless, of course, the
models explain exactly the same amount of variance, a
property that does not tend to hold). With EBA, in con-
trast, the separately estimated individual-level parame-
ters are comparable. Further, because the EBA promo-
tion sensitivity parameter has a probabilistic interpretation,
these parameters can be aggregated in meaningful ways.
This comparability property is explored in the Implica-
tions section.

Identification of stratified preferences. For many
panelists, the EBA model assigns extremely small pref-
erences (often on the order of 107'%) for an acceptable
brand. Such small preferences indicate that the panelist
may have siratified preferences; that is, a panelist dis-
tinguishes between “preferred” acceptable brands (the
set of brands he or she is willing to buy off promotion)
and “marginally acceptable” brands (the set of brands he
or she will consider only if they are promoted). This no-
tion of marginal acceptability is fully consistent with the
EBA choice process. We illustrate this mechanism in
Figure 1.

The EBA model suggests that a consumer is “attuned
to promotion” with probability = +y. Under the (1 — )
likelihood that the consumer is not screening for pro-
motions, or if there are no promotions available, he or
she will restrict choice to the preferred set of brands (sit-
uation 1). If the consumer is screening for promotions
and at least one brand from the preferred set is on pro-
motion, he or she is in situation 2 and will choose among
promoted preferred brands. Only in situation 3 (when the
consumer is screening on promotion, no brand in the
preferred set is promoted, and one or more brands in the
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Figure 1
FLOW CHART REPRESENTATION OF THE EBA MODEL
INCORPORATING STRATIFIED PREFERENCES

Enter
Product
category

Attuned
to
Promotion?

cShl(‘)l'ol;zT;C:::g SITUATION 1
promoted Choose among
preferred preferred set on preferred

brands with promotion? brands' 'W'ﬂh

probabilities pfobal?ilmes
proportional to proportional to

preferences preferences

Are any brands in
marginally
acceptable set
on promotion?

yes

SITUATION 3
Choose among
promoted
marginally acceptable
brands with
probabilities
proportional to
preferences

marginally acceptable set is promoted) does he or she
choose among marginally acceptable brands.

Because of the noncompensatory nature of the EBA
model, a consumer with moderate promotion sensitivity
can have these stratified preferences. In contrast, the
compensatory DMNL model can show stratified pref-
erences only for consumers who have extremely large
promotion sensitivity parameters (®’s), on the order of
10", in order to offset the very small preferences as-
signed to marginally acceptable brands. Such large pa-
rameters are possible only for panelists who are “abso-
lutely promotion sensitive” toward preferred brands (i.e.,
always choosing a preferred brand when at least one is
gg())rr;oted), as is true for 42 panelists in our sample of

*In situations when consumers are absolutely promotion sensitive
for all brands, the EBA model yields y’s of 1 and the two models fit
identically in all cases.
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Under the DMNL model, consumers with moderate
promotion sensitivity can never have stratified prefer-
ences. Consider the example we gave before in intro-
ducing DMNL. Suppose the consumer has an interme-
diate level of promotion sensitivity (y = .6; ® = 25,
approximately the median values of both parameters in
our sample), and suppose that his or her choice history
is consistent with brand 1 being in the preferred subset
with m, = I, = 1 ~ 107" and brand 2 being in the
marginally acceptable subset with 7, = I1, = 10" '°. The
compensatory nature of the DMNL model and its param-
eters would not allow this stratified preference structure.
For example, if brand 2 were ever chosen when on pro-
motion alone, DMNL would be confronted with a term
in its likelihood function equal to equation 4. If DMNL
assigned the preference values listed above, then

. 25%107" o
C1-25%1071

2t

The maximum likelihood estimation technique cannot
allow zero choice probabilities during the estimation pe-
riod. Thus, in a situation like this (and whenever O takes
a moderate value), the DMNL model would be unable
to separate the II's by several orders of magnitude and
therefore would be unable to identify brands as belong-
ing to a “marginally acceptable” subset.

Notice that EBA equation 6 presents no such problem
for a maximum likelihood algorithm:

—-10 -10

+1 - .6)T%.6.

Ez, =.6 lo_lo

The nonlinearities associated with the underlying phased
decision strategy enable EBA to assign brand 2 a non-
trivial purchase probability despite the fact that the con-
sumer is not absolutely promotion sensitive and the fact
that brand 2 is only “marginally acceptable.”

Aside from the 42 “absolutely promotion sensitive”
panelists in our sample, 46 households appear to have
stratified preferences under the EBA model but not un-
der DMNL. We have no way of knowing which (if any)
of these panelists actually choose according to a process
like that depicted in Figure 1, but the model fit statistics
and bootstrap results are somewhat encouraging: of these
46 panelists, 36 fit better under the EBA model than un-
der DMNL, and overall the improvement in fit is sig-
nificant at the « = .01 level. Furthermore, the bootstrap-
ping procedure confirms the stratified preferences 98.7%
of the time for these panelists, and for the 112 nonstra-
tified panelists only 17% of the bootstrap runs incor-
rectly yield stratified preferences.

In summary, we have two individual-level models that
both do a good job of predicting choice, despite their
different behavioral implications. Both models have sta-
ble, unbiased parameters. If we think of DMNL as a
linear approximation to the EBA model, it is not sur-
prising that the two exhibit similar fit and predictive ca-
pabilities. Despite these similarities, however, the two
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models’ parameters differ in interesting ways, namely in
parameter comparability and in the ability to identify
stratified preferences. In the next section, we look more
closely at these differences, discussing several mana-
gerial implications that arise from the EBA model’s
unique, individual-level parameters.

IMPLICATIONS

Comparability of Parameters

EBA'’s parameters have the desirable property of being
comparable across models. Further, their probabilistic
interpretation allows them to be meaningfully aggre-
gated. We now look at one application of this compar-
ability property: differences in promotion sensitivity across
brand sizes.

In Table 4 we report an average promotion sensitivity
for each brand-size. This value is the average value of
7¥: across all panelists who find the brand-size accept-
able. From the table, we see that panelists who buy the
3 Ib. sizes tend to be more promotion sensitive than those
who choose only the 1 1b. sizes. This finding is not un-
reasonable because larger sizes often offer economic ad-
vantage, and the desire to seek economic advantage is
probably correlated with promotion sensitivity. The dif-
ference in average +y’s across these two size groups is
significant at the a = .05 level.

The only statistically significant pattern within the size
groups is that the “specialty brands” (Folgers Flake and
Mellow Roast) tend to attract the least promotion sen-
sitive shoppers. Among the major brands, Folgers at-
tracts a slightly, but not significantly, less promotion
sensitive following.

This analysis is one example of the benefits of the
EBA model’s comparability property. A parallel analysis
can be performed for other aggregations of the y’s such
as differences in promotion sensitivity by store, region,
or demographic factors. Similarly, one could develop
segments of households based on their promotion sen-
sitivities and examine differences in the brand-prefer-
ence parameters.

Table 4
AVERAGE PROMOTION SENSITIVITY ACROSS
BRAND-SIZES
(average value of -y; and number of panelists who find
indicated brand-size acceptable)

1 1b. size 3 Ib. size
Average Average
Brand b% n Y n
Folgers .63 169 .62 9%
Maxwell House .67 138 71 81
Butternut .64 129 71 64
Folgers Flake .50 32 — —
Mellow Roast .50 16 — —
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Stratified Preferences

In this section we use our identification of stratified
preferences to explore one way in which promotion af-
fects competition in the marketplace. From a manufac-
turer’s perspective, the existence of stratified prefer-
ences suggests that a brand’s ability to penetrate the
marketplace depends on the brand’s promotional status.
When unpromoted, the brand will be considered only by
consumers for whom it is a preferred brand. When pro-
moted, it will be considered by consumers for whom it
is a preferred brand and by those for whom it is a mar-
ginally acceptable brand.’

We look first at the ability of a brand to use promotion
to reach additional consumers. We then fine tune that
insight by considering the- extent to which those addi-
tional consumers tend to consider other brands. In some
sense, our first illustration shows the extent to which
promotion enhances a brand’s ability to compete and our
fine tuning shows the likely effects of the enhanced com-
petitiveness on other brands. ' ,

Figure 2 is a breakdown of panelists’ preferences for
the eight brand-sizes in our database. The total length of
each bar represents the number of panelists who find that
brand-size acceptable. The black part of the bar repre-
sents the panelists for whom the brand-size is preferred
and the shaded part those panelists for whom the brand-
size is marginally acceptable.

We see that most of the brands are able to expand their
penetration of the panelist pool through promotion.
However, some brands expand their penetration more than
others. Consider the implications of these data for the
manager of Butternut 1 1b. He or she can expand con-
sideration of the brand by more than 40% by promoting.

°Note that this statement gives the flavor of consumers’ expected
behavior in most situations. However, two special cases should be
considered. The first case comprises situations in which a preferred
brand is not considered for choice (i.e., the probability of choosing
the preferred brand equals 0). These situations occur if the consumer
is absolutely promotion sensitive (i.e., y = 1) and if a marginally
acceptable brand is promoted and the preferred brand is not. The sec-
ond case is made up of situations in which a promoted marginally
acceptable brand is not considered for choice. These situations occur
if one or more preferred brands are promoted along with the margin-
ally acceptable brand.

Hence the description in the article holds to the extent that con-
sumers are not absolutely promotion sensitive and to the extent that
multiple brands do not receive promotional support concurrently. Our
analysis of the data suggests that these limiting conditions do occur,
but that they are the exception and not the rule.

'®We could also conduct these analyses on the basis of DMNL pa-
rameter estimates. Such analyses would yield less extreme versions
of Figures 2 and 3. Recall that DMNL identifies only 42 of the 88
panelists that EBA identifies as having stratified preferences. Because
DMNL identifies fewer “marginally acceptable” brands, it necessarily
understates the EBA-identified effects for promotion. For example,
in Figure 2 we see that Butternut 1 Ib. can expand the set of con-
sumers who consider it for purchase by 40% if it promotes. The DMNL
analogue suggests that consideration of Butternut 1 1b. could be ex-
panded by less than 20% with promotion.
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Figure 2
BREAKDOWN OF PANELISTS' PREFERENCES?

Target Brand a Preferred Brand
Target Brand a Marginally Acceptable Brand

FOLF.S | |
B8

Target Brand
:
—

T {
0 100 200

Number of Panellsts

*FOL is Folgers, FOLF is Folgers Flake, MH is Maxwell House,
and MEL is Mellow Roast. S indicates small (1 lb.) size and L in-
dicates large (3 1b.) size.

No other brand-size in this study can effect such a large
gain in consideration through promotion.

In the fine tuning, the manager might explore the other
brands considered by consumers who find Butternut
marginally acceptable. If those consumers primarily
consider other brand-sizes in the Butternut product line,
the additional penetration is likely to enhance cannibal-
ization. However, if those consumers primarily consider
competitive brand-sizes, the additional penetration is likely
to enhance the brand’s ability to compete with other
product lines.

Figure 3 iilustrates the pattern of additional penetra-
tion for Butternut 1 Ib. In each bar we consider only
those panelists who choose the brand associated with that
bar. The shadings of the bar represent those panelists’
feelings about Butternut 1 Ib. (i.e., the first bar suggests
that of the 169 panelists for whom Folgers 1 Ib. is ac-
ceptable, 73 prefer Butternut 1 1b., 41 find Butternut 1

Figure 3
BUT.S STATUS WITH PANELISTS WHO CHOOSE
COMPETITIVE BRANDS®

BUT.S a Preferred Brand ]
BUT.S a Marginally Acceptable Brand 3
BUT.S an Unacceptable Brand [J

Competitive Brand

L 1
0 100 200

Number of Panelists
*FOL is Folgers, FOLF is Folgers Flake, MH is Maxwell House,

and MEL is Mellow Roast. S indicates small (1 1b.) size and L in-
dicates large (3 Ib.) size.

331

1Ib. marginally acceptable, and 55 find Butternut 1 Ib.
unacceptable).

Looking at Figure 3 as a whole, we can think of the
black parts of the bars as representing Butternut 1 1b.’s
penetration of competitive brands’ panelist bases in the
absence of promotion. The black plus the shaded parts
of the bars can be thought of as Butternut 1 Ib.’s pen-
etration when Butternut 1 lb. is promoted. We see that
promotion increases penetration into Folgers’ and Max-
well House’s panelist bases more than it increases pen-
etration into Butternut 3 1b.’s panelist base.

Similar fine-tuning analyses could be done for the other
seven brand-sizes in the database. From those analyses,
Butternut 1 Ib. could develop an understanding of the
vulnerability of its panelist base to competitive brands’
promotions.

In summary, we show that parameters estimated by
EBA differ in important ways from those estimated by
DMNL. EBA’s parameters are comparable across models
and its noncompensatory structure allows consumers’
stratified preferences to be expressed.

SUMMARY AND CONCLUSIONS

We hypothesize that typical low involvement, repet-
itive choices in supermarket settings are powerfully in-
fluenced by promotional offers. Our EBA model posits
a phased decision strategy in which consumers occa-
sionally screen out unpromoted brands. Our approach
complements prior noncompensatory models, such as
those of Currim, Meyer, and Le (1988) and Gensch
(1987).

Rather than using protocol data as often is done in
studies of phased decision making, we use UPC scanner
panel data to estimate the EBA model’s parameters for
a collection of consumers. We also estimate parameters
for several reference models, including an individual-level
compensatory approximation to EBA, termed DMNL.
Both EBA and DMNL are shown to predict consumer
choices better than the aggregate model of promotion re-
sponse proposed by Guadagni and Little (1983).

Unsurprisingly, EBA and its compensatory approxi-
mation, DMNL, cannot be distinguished in terms of their
ability to fit and predict the data. We do show, however,
that the comparability of EBA’s parameters and the abil-
ity of EBA to identify consumers’ stratified preferences
can provide useful insight.

In sum, we believe the individual-level models de-
rived from EBA are a valuable complement to both ag-
gregate logit analyses and disaggregate, detailed proto-
col analyses of decision strategies. The disaggregate
analysis enables us to capture a phased decision strategy
and more completely reflect consumer heterogeneity. In
addition, the maximum likelihood procedure used to in-
fer parameters is much easier to implement than protocol
analysis. In a matter of seconds we can produce models
of hundreds of consumers from their UPC purchase his-
tories. Protocol analysis might take days, or even weeks,
to produce a model of a single subject.
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Longer purchase histories and richer descriptions of
promotional and advertising environments are currently
becoming available. With such data and the powerful
nonlinear optimization computer software now avail-
able, researchers should be able to estimate even more
detailed and interesting models of consumer behavior.

APPENDIX
BOOTSTRAP PROCEDURE FOR EXAMINING
PARAMETER STABILITY AND BIAS

1. For each of the 200 panelists, estimate their “true” param-
eters over their entire purchase history (65 weeks). (This
step yields parameters vy; and 1, for the EBA model and
©, and I, for the DMNL model.) Denote the number of
purchases made by each panelist as NUMPRC..

2. For each household, create a “simulated” purchase history
by the following steps.

a. Randomly choose (with replacement) NUMPRC; pro-
motional environments from the set of store environ-
ments actually observed by panelist i. This approach al-
lows each purchase history to be altered by repeating or
eliminating some observations.

b. Using the “true” parameters, calculate choice probabil-
ities for all brands by equations la and 1b for EBA and
equation 2 for DMNL. Then simulate a brand choice
decision by using these choice probabilities as weights
and choosing a random number.

3. Step 2 provides enough information to rerun the estimation
procedure over the simulated purchase history. The results
of this reestimation are a bootstrapped v;, ©;, and two sets
of preferences from which we observe m; and IL.

4. Repeat steps 2 and 3 50 times for each panelist. introduce
a new subscript, s, to keep track of the simulation number
for each bootstrapped set of parameter estimates: v, 0,
T, Wy s = 1,2, ..., 50.
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