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Shared or Dedicated Infrastructure? 

On the Impact of Reprovisioning 

 

Abstract 

 

Over the last decade, the information technology (IT) sector has witnessed convergence in the 

deployment of voice, video, and data services. The trend to integrate operational technology (OT) with 

existing IT infrastructure is yet another move in that direction. Similarly, as areas such as health-care, 

facilities management, surveillance, etc., become network-enabled, the potential for convergence on the 

existing communication infrastructure arises as well. Although convergence, i.e., sharing of a common 

infrastructure across services, can benefit firms, particularly through cost savings and greater efficiency, 

combining heterogeneous services on the same infrastructure need not always be the right answer. 

Sharing can produce complex interactions between services, and the resulting diseconomies of scope can 

more than offset any of the benefits it affords. This work proposes a model to analyze the trade-off 

between shared and dedicated infrastructures; thus providing a framework to facilitate managerial 

decisions. The model accounts for key factors such as potential demand-side synergies between services 

deployed on the same network, demand uncertainty, (dis)economies of scope in costs, and the ability to 

dynamically reprovision resources in response to excess demand. The model helps reveal that the extent 

to which reprovisioning is feasible can affect if and when convergence is beneficial. In particular, it 

singles out two operational metrics, gross profit margin and return on capacity, that play an important role 

in the impact of reprovisioning on this decision. The main contribution of this study is in developing a 

framework that can help decision makers evaluate the potential benefits of convergence. 
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1. Introduction 

One of the major developments in telecommunications and Information technology (IT) in the past 

decade has been the emergence of convergence, a term used to refer to the ability to carry voice, data and 

video traffic and multiple IT-enabled services on a single network or IT platform. For example, the 

Internet has evolved from a simple data network to a global communication infrastructure that carries a 

multiplicity of services. Similarly, cable operators that previously offered only TV services have 

expanded their offerings to include telephony and broadband services on the same infrastructure. Other 

examples include the integration of Operational Technology (OT) consisting of “devices, sensors and 

software used to control or monitor physical assets and processes” with existing IT infrastructure in 

enterprises (Roberts and Steenstrup, 2010). Such IT/OT integration can be seen in green buildings with 

networked sensors and actuators that run their facilities management infrastructure on the existing IT 

infrastructure (Brandel, 2007). Gartner highlights the management of converged services as one of the 

critical changes in CIO roles as it “moves from leading the IT delivery organization to leading the 

systematic, coordinated exploitation of the business assets ... across all technologies” (Mahoney and 

Steenstrup, 2009). 

Convergence can help firms realize several benefits, ranging from cost savings, tighter integration 

of services and greater efficiency (Cisco Report, 2003). Despite its many obvious advantages, combining 

services with disparate requirements onto a shared network can also have a cost. It often calls for the 

entire network to be “upgraded” with features required by only a handful of services, and at a cost that is 

borne by all of them. Resource sharing can also introduce complex interactions among services and call 

for tracking and trouble-shooting problems of previously little consequence, e.g., minor routing 

instabilities don’t affect most data services but can severely degrade voice or video quality. Hence, while 

sharing a network across many services is often advantageous, it need not always be, and it is of interest 

to determine when and why this is the case or not. 
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Recent instances of service deployments point to a complex decision process when it comes to 

deploying multiple services on a single network or platform. For example, in deploying its new U-verse 

TV service, AT&T chose to create a dedicated network (Yager, 2009) This was in part to ensure it could 

be managed more easily for better reliability and for delivering higher quality video. In contrast, one of its 

competitors, Verizon, chose to share a common fiber optic network (Crosby, 2008) for its voice, video, 

and data services. Similarly, the facilities management infrastructure for green buildings can be set up by 

piggybacking on existing IT infrastructure of a building (Brandel, 2007), or by creating a dedicated 

facilities management network (Koebbe, 2007). Brandel (2007) provides an example of the New York 

public school system that is using a shared IT and facilities management infrastructure to reduce peak 

energy usage. He also cites Eddie Bauer, a sportswear retailer, which created a dedicated Ethernet 

backbone for its facilities management traffic because of concerns over costs, throughput and security. 

Thus, neither shared nor dedicated network choices emerge as an obvious winner in this scenario. 

As networking and communication technologies continue to improve and more services become 

network enabled, e.g., health-care, infrastructure monitoring, surveillance, etc., the question of whether to 

offer this access over shared or dedicated networks looms large. The question has become even more 

relevant with the advent of new technologies such as virtualization (Peterson et al., 2005; Touch et al., 

2003) and software defined networks (e.g., see http://www.openflow.org), which can further facilitate the 

deployment of new network “slices” dedicated to an individual new service. Answering the question calls 

for a framework that systematically examines the trade-off between shared and dedicated network 

infrastructures. The main motivation for this study is to develop such a framework and to provide 

managerial guidance on when shared/dedicated infrastructure are desirable for deployment of multiple 

services. 

In this paper, we propose a model for offering two network services, an existing service with a 

known demand and a new one with uncertain demand that can either be deployed on the same network as 

the existing service or on its own dedicated network. The model allows for demand-side synergies when 

the two services are deployed on the same infrastructure, economies/diseconomies of scope from 
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deploying a new service on an existing network, and the ability to adjust network resources (reprovision) 

in response to higher than anticipated demand. The model establishes that the extent to which 

reprovisioning is feasible can affect which infrastructure, shared or dedicated, is more effective. In 

particular, two operational metrics, the gross profit margin and the return on capacity, play a major role in 

determining which infrastructure benefits more from reprovisioning. We note that although the problem is 

cast in the context of networks, the model is equally applicable to other types of infrastructures, e.g., 

computing, on top of which multiple services can be deployed.1 The main contribution of this study is in 

offering a framework for service providers to evaluate infrastructure options, and in particular to decide 

whether it is profitable to deploy a new service on an existing infrastructure. Given the importance of IT 

infrastructure in supporting a large number of services in the modern economy, and the relative lack of 

knowledge about when to deploy on dedicated versus shared infrastructure, our paper helps answer key 

managerial questions relevant to the providers of IT-enabled services. A recent paper by Tilson et al. 

(2010) calls for the IS community to put the study of digital infrastructures at the centre of its research 

endeavor. Our research efforts are consistent with that goal. 

The rest of the paper is structured as follows. Section 2 reviews prior works, particularly in the 

operations management and manufacturing flexibility literature, and highlights their relevance to our 

research question. Section 3 introduces the model and its parameters. Section 4 presents the analysis. 

Section 5 summarizes the paper’s findings and concludes the study. 

 

2. Literature Review 

A number of papers in the Information Systems and Management Science communities have studied 

operational issues surrounding deployment of networked services. For example, Mendelson and Whang 

(1990) study pricing in a queuing system with multiple user classes. Gupta et al. (1997a, 1997b) and 

Zhang et al. (2007) study pricing related to the prioritized transmission of data on the Internet. Keon and 

                                                            
1 The terms network and infrastructure are used interchangeably throughout the paper. 
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Anandalingam (2005) study deployment of multiple service classes in telecom networks and explore the 

use of price discounts as a congestion avoidance scheme. Gupta et al. (2011) analyze the investment 

incentives for infrastructure owners under the prevalent flat-rate pricing and an alternative congestion-

based pricing scheme. Hosanagar et al. (2005, 2008) and Du et al. (2008) study operational aspects of 

deploying multiple service classes for distributed caches on the Internet. Tawarmalani et al. (2009), Tan et 

al. (2006), and Hosanagar and Tan (2011) extend that stream of work and focus on cache coordination in 

distributed caches. Several of these studies consider the problem of supporting multiple service classes on 

an integrated network. This is analogous to our notion of a shared network in which two different services 

run on a common network substrate. These studies implicitly assume that the benefits from sharing 

outweigh the costs of sharing and hence do not analyze the option of dedicated infrastructure. More 

generally, the topic of “integration” has been both a major motivation and a source of considerable debate 

(e.g., Steinberg, 1996, Hankins, 1999) in the development of broadband network standards, with 

Asynchronous Transfer Mode (ATM) and the Internet Protocol (IP) presenting two differing views on 

how to best achieve such integration. At the core of this debate is the very same question that this paper 

seeks to address, namely, the extent to which the benefits of integration justify its cost2. For example, 

Triden et al. (2006) investigate this question in the context of safety networks that have stringent quality 

requirements, and explore the cost trade-offs that integration involves.  The model identifies how the 

outcome could easily be changed based on the weights assigned to different cost components. Fishburn 

and Odlyzko (1998) offer a slightly different perspective in that it explores both separate and integrated 

networks but under different pricing configurations that can be used to influence demand. The 

conclusions are, however, similar in that neither network option is found to be consistently better, and that 

the outcome is sensitive to assumptions about demand and costs. Our study contributes to this stream of 

work on networked services operations by formally modeling the cost of operating a dedicated network 

                                                            
2 The latter clearly depends on the approach used for integration, which is where IP and ATM differ the most. 
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and providing insights to help managers decide whether to deploy new IT-enabled services on dedicated 

or shared infrastructure.  

The decision of whether to use a shared or dedicated infrastructure for network services involves 

two main trade-offs. First, for a given network infrastructure (shared or dedicated), capacity sizing under 

uncertain demand involves trading off the cost of capacity with the cost of loss of some demand. The 

second trade-off relates to the benefits and costs of sharing. Positive externalities between services 

deployed on a shared network as well as economies/diseconomies of scope in cost components may serve 

to favor or oppose sharing. Below, we discuss two streams of research that inform our understanding of 

these trade-offs and serve a foundational role for our modeling exercise. 

Capacity Planning under Uncertain Demand: Capacity sizing for a given infrastructure choice 

within our setting is in some ways analogous to that of the classical news-vendor problem, which has 

been studied in a number of papers in Operations Management, e.g., Khouja (1999); Lau (1980). The 

classical single-period single-product news-vendor problem is to select an inventory/order level for a 

product under uncertain demand so as to maximize the expected profit in a single period. Both over-

provisioning and under-provisioning have associated costs and the inventory level cannot be readjusted if 

demand exceeds capacity. A rich literature has extended the study of the classical news-vendor to allow 

for multiple periods (Kogan and Portougal, 2006; Petruzzi and Dada, 1999), multiple products (Abdel-

Malek et al., 2004; Erlebacher, 2000; Lau and Lau, 1996; Zhang and Du, 2010), and multi-product multi-

period decision problems (Mileff and Nehez, 2007). Alp and Tan (2008) consider capacity sizing with 

volume flexibility in which firms choose an upfront capacity level but can upgrade total capacity in 

response to high demand, albeit with a penalty. Similarly, Tomlin (2006) considers contracting in 

environments in which a firm can source from a supplier with volume flexibility. The notion of volume 

flexibility in these papers is analogous to reprovisioning in our setting. Although computing optimal 

capacities under costly reprovisioning is part of our modeling exercise, our main focus is instead to decide 

between shared and dedicated infrastructures. Traditional newsvendor problems have only one product 

and the issue of sharing infrastructure does not even arise in that context. Although some papers have 
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studied multi-product news-vendors, they focus on finding the optimal production quantities of each 

product under capacity or budget constraints and do not delve into the trade-off associated with servicing 

the demands for the two products on dedicated versus shared infrastructures. 

Manufacturing Flexibility: The manufacturing flexibility literature investigates the trade-off 

between using flexible resources to manufacture multiple products versus using dedicated resources for 

each product. Flexible plants capable of producing different types of products are more expensive to build, 

but have benefits in dealing with uncertain demand. There is, therefore, a trade-off that needs to be 

investigated to determine how much capacity to build into flexible and dedicated plants. In all these 

models, investment decisions in manufacturing plants have to be made before the actual demands for 

products are realized. Fine and Freund (1990) develop a two-stage model to analyze this trade-off. Plant 

capacity decisions are made in the first stage, when demand is still uncertain. Production decisions are 

implemented in the second stage after demand is realized. The authors set up an optimization problem to 

establish the firm’s optimal investments in flexible and/or dedicated resources and the optimal production 

levels using these resources. A similar setting is considered by Van Mieghem (1998), with an emphasis 

on the role of price margin and cost mix differentials. The author shows that an investment in flexible 

resources can be beneficial even with perfectly positively correlated product demands because a flexible 

plant can shift production towards the product with a higher profit margin. 

Our decision problem shares some basic properties with these works. Choosing between shared 

and dedicated networks parallels selecting flexible or dedicated manufacturing plants, as does the need to 

decide how to provision the network in the face of demand uncertainty. There are, however, several 

differences between our setup and these earlier works. Most of the manufacturing flexibility papers do not 

model reprovisioning because production in manufacturing plants usually cannot be rapidly ramped-up in 

response to higher than expected demand. Goyal and Netessine (2011) is a notable exception in the 

literature that allows for volume flexibility through capacity upgrades. However, the extent of 

reprovisioning allowed by technology is not a variable of interest in their analysis. In contrast, “upgrading” 

network capacity on a relatively short time-scale is becoming increasingly feasible and therefore relevant 



8 
 

to a study of network convergence3. We show that it affects not only the optimal capacity levels chosen 

by providers, but can also impact the decision to go with a shared or dedicated infrastructure. In addition, 

the manufacturing flexibility literature focuses on the benefits from pooling uncertain demands for two or 

more products but does not consider the impact of economies and diseconomies of scope in the 

underlying cost parameters, which is a key aspect of our investigation. Finally, network services deployed 

on the same infrastructure may demonstrate positive demand-side externalities, e.g. the deployment of 

IPTV solutions on integrated networks together with the availability of Internet-enabled TV sets is likely 

to increase demand for both TV and Internet services. While this is a key feature of networked systems, 

flexible manufacturing resources do not deliver any demand-side externalities and thus the literature does 

not incorporate such synergies. 

The above discussion reveals two themes. First, a number of recent papers in IS have studied 

operational issues surrounding networked services but none of them have addressed the question of when 

to deploy services on shared versus dedicated infrastructure. Second, works in Operations Management 

point towards a useful modeling framework but the models do not directly apply to networked services. 

Specifically, the literature on news-vendor problems investigates mainly how to size capacity when 

demand for a product is uncertain. Recent extensions consider multi-product problems but do not delve 

into the benefits of infrastructure sharing between these products. The manufacturing flexibility literature 

considers the benefits of resource sharing but focuses primarily on manufacturing settings in which 

reprovisioning of capacity is often infeasible and flexible infrastructure offer no demand-side externalities. 

This is a major limitation when considering network services where the reprovisioning of network 

resources can often be done in short order. Our model builds on modeling frameworks from these streams 

of work to study the deployment of network services in shared versus dedicated infrastructures, while 

allowing for demand-side synergies and for the reprovisioning of network resources in response to 

realized demand. 

                                                            
3 As mentioned earlier, the advent of virtualization technology and software defined networks will contribute further 
to this ability. 



9 
 

3. Model Formulation 

We consider the most basic setting in which to explore whether to share a network across services, or 

instead deploy them on dedicated networks. Specifically, one service has already been deployed and has a 

predictable demand, and the service provider is introducing a second one. There is uncertainty in the 

demand for the second service, and possible economies or diseconomies of scope when adding it to the 

same network as the existing service. When the two services are integrated on the same network, there are 

also positive externalities to the demand of each service that can arise from the value-add of integration. 

Our goal is to develop a simple model that accounts for these factors in determining the optimal 

infrastructure choice. For analytical tractability, we ignore any economies of scale that may arise when 

combining services on a shared infrastructure. The magnitude of such economies of scale are typically 

limited in networks (e.g., Laoutaris et al., 2009 (ref. Fig. 5), Cisco’s Featured Routers Products, 2010). In 

Appendix B, we show that our results remain qualitatively similar even when we relax this assumption. 

The provider’s objective is to maximize its total profit from the two services. This decision 

problem can be modeled as a three stage sequential process, as shown in Figure 1. In the first stage, the 

provider makes an infrastructure choice, namely a shared or a dedicated network. At this stage, the 

provider does not know the profit from Service 2 since its demand is uncertain. Given an infrastructure 

choice, in the second stage the provider provisions capacity. If Service 2 is deployed in a dedicated 

network, the provider provisions capacity on this network for the yet unknown demand for Service 2. If 

Service 2 shares the same network with Service 1, the provider provisions flexible capacity in addition to 

the existing capacity for Service 1 that can be used to support both the unknown demand for Service 2 

and any additional demand for Service 1 that results from the externalities of service integration. Demand 

for Service 2 (and any resulting additional demand for Service 1 in a shared network) is realized in the 

third stage, where the provider now has the opportunity to reprovision the network if the demand exceeds 

the capacity provisioned up-front. A penalty for under-provisioning is incurred, and only a fraction of the 

excess demand can be captured through reprovisioning. Conversely, when the realized demand is lower 
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than the existing capacity, the provider takes no further action4. The three stages of the decision process 

are referred to as Infrastructure Decision Stage, Capacity Allocation Stage and Reprovisioning Stage, 

respectively. 

[Insert Figure 1 Here] 

The above sequential decision problem is solved in the reverse order. We first solve for the 

provider’s decision in the Reprovisioning Stage, i.e., we evaluate whether the provider must reprovision 

resources after demand is realized, conditional on both the capacity provisioned up-front and the 

infrastructure choice. Next, we evaluate the provider’s expected profit as a function of its capacity sizing 

decision in stage 2 when demand is uncertain. This is used to compute the optimal capacity to be 

provisioned up-front. Based on these results for Capacity Allocation Stage and Reprovisioning Stage, we 

finally evaluate the provider’s total expected profit for each infrastructure choice, and select the one that 

yields the higher expected profit. These three steps are discussed in greater details in Section 3.2 after 

introducing the model parameters. 

 

3.1 Model Parameters 

Given that Service 1 is a mature service with a predictable demand, we assume for simplicity that prior to 

the introduction of Service 2 it operates at full capacity, i.e., its provisioned capacity matches its realized 

demand, ଵܺ . The new service, Service 2, has uncertainty in its demand that is denoted by a random 

variable ݔଶ with known probability density function, ݃௫మ. We use the notation ܺଶ to indicate a realization 

of this demand. If Service 2 shares the same network with Service 1, this service integration can bring 

additional value or add-on services to the users using both services, which is not available when the two 

services are on two dedicated networks. As a result of this externality, for the shared network, there will 

                                                            
4 Contractual obligations are assumed to preclude downward adjustment of resources. This captures the cost of over-
provisioning. 
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be an additional demand of ݂ ଵܺ for Service 2 and an additional demand of ܺݎଶ for Service 1.5 In other 

words, the demands for Services 1 and 2 in a dedicated network are ଵܺ and ܺଶ, respectively, while the 

demand for Service 2 in a shared network is (ܺଶ ൅ ݂ ଵܺ) and the additional demand for Service 1 is (ܺݎଶ). 

The provisioned capacity is a decision variable denoted by ܭ௦ and ܭௗଶ for shared and dedicated networks, 

respectively6. ܭ௦	is flexible capacity and can support either service whereas ܭௗଶ is reserved for service 2. 

We assume throughout the paper that each user consumes one unit of capacity and, as a result, per unit 

and per user are the same. This assumption is not critical and has been made mainly to reduce the number 

of parameters in the model. If demand exceeds the provisioned level (e.g., ܺଶ ൐  ௗଶ for the dedicatedܭ

network), network resources can be adjusted to accommodate a fraction ߙ of the excess demand (i.e., 

resources are increased to ܭௗଶ ൅ ሺܺଶߙ െ  or reprovisioning coefficient, reflects ,ߙ ௗଶሻ). The parameterܭ

the fact that reprovisioning can take time and, as a result, some of the excess demand may be lost. When 

ߙ ൌ 0, reprovisioning is unable, e.g., too slow, to capture any excess demand, while ߙ ൌ 1 corresponds to 

a scenario where reprovisioning succeeds in accommodating the entire excess demand. In other words, 

when ߙ ൌ 1, a “provisioning phase,” is unnecessary as resources can be secured on-the-fly. Different 

levels of provisioning flexibility, e.g., as afforded by different types of virtualization technology, can be 

accounted for by varying ߙ . This fraction is assumed to be independent of the magnitude of the 

reprovisioning required. In other words, the latency in securing additional capacity is the same regardless 

of the amount of capacity requested (at least within some bounds). Note that ߙ is not a decision variable 

for the provider; it is an exogenous system parameter whose value depends on the reprovisioning 

technology available to the service provider. Of interest, as discussed in Section 4, is the fact that a 

change in ߙ can also change the outcome of the provider’s decision process, i.e., which infrastructure 

yields the higher profit. 

                                                            
5 We assume f and r satisfy: ݂ ଵܺ ൑ ଵܺ െ ଵܺ ∩ ܺଶ and ܺݎଶ ൑ ܺଶ െ ଵܺ ∩ ܺଶ. This assumption ensures that the users 
who would purchase both services in dedicated networks are not double counted when we calculate demand for a 
shared network.  
6 A shared network is, therefore, provisioned to handle a demand of up to ଵܺ ൅  .௦ܭ
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Next, we describe the revenue and cost components of the model. To simplify notation, we 

consider only the present value of all future revenues and costs. This is similar to the approach in Fine and 

Freund (1990) and Van Mieghem (1998). 

Services generate revenues from subscription fees paid by users. These fees are assumed set 

based on exogenous market factors. Offering a service also incurs a per user connection cost, e.g., cost of 

enabling last-mile connectivity, installing end-user access equipment, operational costs of billing, etc. We 

denote by ݌௦ଵ and ݌௦ଶ the per user contribution margins - price less the variable costs - for Services 1 and 

2 respectively in a shared network. Similarly, ݌ௗଵ  and ݌ௗଶ  denote contribution margins for the two 

services in dedicated networks. We note that ݌௦ଵ  and pௗଵ  can differ from each other due to cost 

implications of sharing. For example, support for voice service in a FiOS network7 (a shared network 

used to carry voice, data and video) calls for network termination equipment that is significantly more 

complex than that used in a traditional voice network, e.g., the FiOS equipment needs to come with a 

battery pack to handle power outages. This then may translate into ݌௦ଵ ൏  ௗଵ. We also note that the݌

model assumes that contribution margins are independent across services, i.e., there is no bundling 

discount from the same user subscribing to both services, and per user connection costs are also additive 

across services. 

In addition to per-user connection costs, offering network services also involves fixed and 

capacity costs. Up-front fixed costs are independent of demand and capacity levels, e.g., they include 

facility rent, research & development expenses. These costs are denoted by ܿ௦ for a shared network, and 

by ܿௗଵ and ܿௗଶ when each service is deployed on a dedicated network. Capacity costs grow with network 

resources; they are incurred up-front because of provisioning and may also be incurred subsequently 

during reprovisioning. Unit capacity costs in the dedicated networks are denoted by ܽௗଵ  and ܽௗଶ  for 

Services 1 and 2, respectively, and by ܽ௦ଵ and ܽ௦ for the existing capacity for Service 1 and the new 

flexible capacity that can serve both Service 1 and 2 in the shared network. The cost of integrating the 

                                                            
7 See http://en.wikipedia.org/wiki/Verizon FiOS for an informal description. 
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existing capacity and the new flexible capacity is included in ܿ௦, ܽ௦ଵ and ܽ௦. We use the term return on 

capacity to refer to the ratio of contribution margin to capacity cost, 
௣೔
௔೔
, ݅ ൌ ሼ݀1,  1ሽ for the existingݏ

capacity for Service 1, with similar definitions for the dedicated capacity for Service 2 (
௣೏మ
௔೏మ

) and the 

flexible capacity in a shared network (
௣ೞభ
௔ೞ

 and 
௣ೞమ
௔ೞ

). This metric represents the return from every unit of 

used capacity. 

The values that the above parameters take in shared and dedicated networks are obviously related 

to each other. These relationships can exhibit different levels of economies and diseconomies of scope. 

We illustrate this through the example of overlay and integrated networks, which represent two possible 

options for realizing a shared network. 

An overlay involves limited use of an existing infrastructure to deploy a new network service. For 

example, early versions of the Internet were deployed as an overlay on the existing phone network. End-

systems connected using modems to transmit data over existing phone lines, and early routers were 

interconnected using available telephony transmission facilities such as T1 and T3 links. Control 

functions of the nascent Internet were, however, kept separate from those of the phone network, e.g., the 

Internet relied on its own routing protocols and did not use the phone network signaling system (SS7). In 

general, when a new service is deployed by way of an overlay, the networks of the two services share a 

common infrastructure (that of Service 1), but remain largely decoupled from each other. This limits the 

diseconomies of scope that could arise from complex interactions between them, but it also precludes 

significant economies of scope.  

In contrast, an integrated network solution will operate both services on a truly common network 

infrastructure. For example, many cable providers with a “triple-play” offering have upgraded their 

infrastructure (backbone network and cable access network) so that it can carry the voice, data, and video 

traffic from those three services. This required upgrading backbone and access routers to allow 

differentiation (and prioritization) of different traffic types, but allowed reuse of the same router platforms 

and transmission facilities for all three services. In other words, an integrated network solution offers 
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opportunities for greater economies of scope, but often mandates more expensive equipment to handle the 

individual requirements of each service. This in turn can translate into higher diseconomies of scope in 

other cost components. Our model can be configured to reflect any combination of economies and 

diseconomies of scope between shared and dedicated networks. 

 

3.2 Model Setup and Solution 

We describe next solving the Three Stage model of Figure 1 to obtain the expected profits associated with 

shared and dedicated networks. As alluded to earlier, the solution proceeds in the reverse order of the 

decision process of Figure 1, i.e., the reprovisioning stage is solved first, followed by capacity allocation 

stage, and finally the infrastructure choice stage. Because the solution method is similar for shared and 

dedicated networks, we present it for the former and then simply provide final expressions for the latter.  

 

3.2.1 Reprovisioning Stage 

As mentioned earlier, reprovisioning takes place after the demand for Service 2 has been realized. In the 

presence of excess demand, i.e., when the realized demand exceeds the originally provisioned capacity, 

the provider secures additional capacity to capture a fraction ߙ of the excess demand. In the absence of 

excess demand, no reprovisioning takes place. 

We present next an expression for the gross profit after the reprovisioning phase from deploying 

Service 2 in a shared network. As defined in Sub-section 3.1, the contribution margins for Services 1 and 

2 are ݌ୱଵ and ݌ୱଶ, respectively. The variable cost is ܽ௦ଵ for the existing capacity for Service 1, and ܽ௦ for 

the new provisioned flexible capacity (ܭ௦). The original demand for Service 1 ( ଵܺ) is exactly met by the 

existing capacity. The flexible capacity (ܭ௦) can serve both the demand for Service 2 (ܺଶ ൅ ݂ ଵܺ) and the 

new additional demand for Service 1 (ܺݎଶ). If the realized total demand (ܺଶ ൅ ݂ ଵܺ ൅  ଶ) exceeds theܺݎ

provisioned flexible capacity (ܭ௦), the capacity is adjusted to accommodate a fraction ߙ of the excess 

demand. i.e., capacity is increased to ܭ௦ ൅ ሺܺଶߙ ൅ ݂ ଵܺ ൅ ଶܺݎ െ  ௦ሻ. How the capacity is allocated to theܭ
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demand of the two services depends on the contribution margin of the two services. Because Service 2 is 

new and is the primary service that the provider focuses on in the current setting, we assume ݌ୱଶ ൐  .ୱଵ݌

Thus, the gross profit is given by 

 ܴ௦ሺܺଶ ൅ ݂ ଵܺ ൅ ଶܺݎ ൐ ௦ܭ ൐ ܺଶ ൅ ݂ ଵܺሻ ൌ ሺ݌௦ଶ െ ܽ௦ሻሺܺଶ ൅ ݂ ଵܺሻ ൅ ሺ݌௦ଵ െ

ܽ௦ሻ൫ܭ௦ ൅ ሺܺଶߙ ൅ ݂ ଵܺ ൅ ଶܺݎ െ ௦ሻܭ െ ሺܺଶ ൅ ݂ ଵܺሻ൯ ൅ ሺ݌௦ଵ െ ܽ௦ଵሻ ଵܺ.   
(1)

 ܴ௦ሺܭ௦ ൑ ܺଶ ൅ ݂ ଵܺሻ ൌ ሺ݌௦ଶ െ ܽ௦ሻ൫ܭ௦ ൅ ሺܺଶߙ ൅ ݂ ଵܺ െ ௦ሻ൯ܭ ൅ ሺ݌௦ଵ െ ܽ௦ሻܺݎߙଶ ൅

ሺ݌௦ଵ െ ܽ௦ଵሻ ଵܺ.    
(2)

Conversely, when the realized demand is less than or equal to the provisioned capacity, the gross profit is 

 ܴ௦ሺܺଶ ൅ ݂ ଵܺ ൅ ଶܺݎ ൑ ௦ሻܭ ൌ ௦ଶሺܺଶ݌ ൅ ݂ ଵܺሻ ൅ ଶܺݎ௦ଵ݌ െ ܽ௦ܭ௦ ൅ ሺ݌௦ଵ െ ܽ௦ଵሻ ଵܺ (3)

Similar expressions can be obtained in the case of a dedicated network. 

 ܴௗሺܺଶ ൐ ௗଶሻܭ ൌ ሺ݌ௗଶ െ ܽௗଶሻ൫ܭௗଶ ൅ ሺܺଶߙ െ ௗଶሻ൯ܭ ൅ ሺ݌ௗଵ െ ܽௗଵሻ ଵܺ   (4)

 ܴௗሺܺଶ ൑ ௗଶሻܭ ൌ ௗଶܺଶ݌ െ ܽௗଶܭௗଶ ൅ ሺ݌ௗଵ െ ܽௗଵሻ ଵܺ  (5)

Next, we use these expressions to compute the optimal up-front capacity in the capacity allocation stage. 

 

3.2.2 Capacity Allocation Stage 

Assuming a known probability density function ݃௫మ for the demand of Service 2, the expected gross profit 

ܴ௦ given the capacity provisioned up-front ܭ௦ in a shared network can be expressed as  

 
ሺܴ௦ሻሾ௄ೞሿܧ ൌ ධ ܴ௦ሺݔଶ ൅ ݂ ଵܺ ൅ ଶݔݎ ൑ ௦ሻ݃௫మܭ ଶݔ݀

಼ೞష೑೉భ	
భశ	ೝ

଴
൅ ධ ܴ௦ሺݔଶ ൅ ݂ ଵܺ ൅

௄ೞି௙௑భ
಼ೞష೑೉భ	
భశ	ೝ

ଶݔݎ ൐ ௦ܭ ൐ ܺଶ ൅ ݂ ଵܺሻ݃௫మ ଶݔ݀ ൅ ධ ܴ௦ሺܭ௦ ൑ ଶݔ ൅ ݂ ଵܺሻ݃௫మ ଶݔ݀
௑మ
೘ೌೣ

௄ೞି௙௑భ
,   

(6)

where the different ܴ௦ሺ. ሻ functions are given in Equations (1) - (3). Here, we assume that ܭ௦ ൏ ܺଶ
௠௔௫ ൅

݂ ଵܺ. That is, we focus on the scenarios where the positive demand externalities are not so big that the 

provider will optimally invest more than the maximum total demand of Service 2.8  

                                                            
8 If we substitute the optimal capacity from Equation (7) in this assumption, it is equivalent to ݎ ቀ

௣ೞభ
௔ೞ
െ 1ቁ ൏ 1. 
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 For analytical tractability, we assume that ݔଶ is uniformly distributed in ሾ0, ܺଶ
௠௔௫ሿ. In Appendix 

B, we show that our results are qualitatively similar under non-Uniform distributions. Under the above 

assumptions, we can then compute the optimal capacity ܭ௦∗ such that 
డாሺோೞሻሾ಼ೞ∗ሿ

డ௄ೞ
∗ ൌ 0: 

 
∗௦ܭ ൌ

ሺଵା௥ሻሺଵିఈሻሺ
೛ೞమ
ೌೞ
ିଵሻ	

ఈାሺଵିఈሻ
೛ೞమ
ೌೞ
ାሺଵିఈሻሺ

೛ೞమ
ೌೞ
ି
೛ೞభ
ೌೞ
ሻ௥
ܺଶ
௠௔௫ ൅ ݂ ଵܺ   (7)

The optimal capacity ܭ௦∗ is the one at which the cost incurred from a unit of over-provisioning is 

balanced against the loss from a unit of under-provisioning. As expected, Equation (7) yields ܭ௦∗ ൌ ݂ ଵܺ 

when ߙ ൌ 1, i.e., the ability to reprovision without penalty obviates the need for provisioning up-front 

beyond the stable demand (݂ ଵܺ).  

Substituting the expression for ܭ௦∗ from Equation (7) in Equation (6), we get 

 
ሺܴ௦ሻሾ௄ೞ∗ሿܧ ൌ ሺ݌௦ଶ െ ܽ௦ሻ ቆ

ሺଵ ା ௥ሻሺଵ ି ఈሻమሺ
೛ೞమ
ೌೞ
ିଵሻ

ఈାሺଵ	ି	ఈሻ
೛ೞమ
ೌೞ
ାሺଵ	ି	ఈሻሺ

೛ೞమ
ೌೞ
ି
೛ೞభ
ೌೞ
ሻ௥

௑మ
೘ೌೣ

ଶ
൅ ݂ ଵܺ ൅ ߙ

௑మ
೘ೌೣ

ଶ
ቇ ൅

ሺ݌௦ଵ െ ܽ௦ሻݎߙ
௑మ
೘ೌೣ

ଶ
൅ ሺ݌௦ଵ െ ܽ௦ଵሻ ଵܺ   

(8)

Similar expressions can be obtained if Service 2 is deployed on a separate dedicated network as 

shown below 

 
ௗଶܭ
∗ ൌ

ሺଵିఈሻሺ
೛೏మ
ೌ೏మ

ିଵሻ

ሺଵିఈሻ
೛೏మ
ೌ೏మ

ାఈ
ܺଶ
௠௔௫   (9)

 
∗ሺܴௗሻൣ௄೏మܧ ൧ ൌ ሺ݌ௗଶ െ ܽௗଶሻ ቆ1 െ

ሺଵିఈሻ

ఈାሺଵିఈሻ
೛೏మ
ೌ೏మ

ቇ
௑మ
೘ೌೣ

ଶ
൅ ሺ݌ௗଵ െ ܽௗଵሻ ଵܺ  (10)

Next we proceed to use the results of Equations (8) and (10) to compute profits from shared and 

dedicated networks and finalize a choice of infrastructure. 

 

3.2.3 Infrastructure Choice Stage 

In this last stage, the overall profit of the two network options, shared or dedicated, are evaluated to select 

the one with the higher profit.  
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In a shared network, the expected profit ߎ௦ is given by subtracting the up-front fixed cost from 

Equation (8): 

 
௦ߎ ൌ ሺ݌௦ଶ െ ܽ௦ሻ ቆ

ሺଵ	ା	௥ሻሺଵ	ି ఈሻమሺ
೛ೞమ
ೌೞ
ିଵሻ

ఈାሺଵ	ି	ఈሻ
೛ೞమ
ೌೞ
ାሺଵ	ି	ఈሻሺ

೛ೞమ
ೌೞ
ି
೛ೞభ
ೌೞ
ሻ௥

௑మ
೘ೌೣ

ଶ
൅ ݂ ଵܺ ൅ ߙ

௑మ
೘ೌೣ

ଶ
ቇ ൅

ሺ݌௦ଵ െ ܽ௦ሻݎߙ
௑మ
೘ೌೣ

ଶ
൅ ሺ݌௦ଵ െ ܽ௦ଵሻ ଵܺ െ ܿ௦    

(11)

In a dedicated network, the expected profit ߎௗ is given by subtracting the up-front fixed costs 

from Equation (10): 

 
ௗߎ ൌ ሺ݌ௗଶ െ ܽௗଶሻ ቆ1 െ

ሺଵିఈሻ

ఈାሺଵିఈሻ
೛೏మ
ೌ೏మ

ቇ
௑మ
೘ೌೣ

ଶ
൅ ሺ݌ௗଵ െ ܽௗଵሻ ଵܺ െ ܿௗଵ െ ܿௗଶ   (12)

The optimal network infrastructure choice is the one yielding the higher overall profit. In the next 

section, we explore how this choice is affected by the model parameters. Before proceeding, we first 

derive in Lemma 1 a number of basic properties on optimal capacity that are used later in the analysis (the 

proof is available in Appendix A). 

Equations (7) and (9) reveal that the optimal capacity critically depends on the return on capacity 

metrics (
௣೏మ
௔೏మ

, 
௣ೞమ
௔ೞ

 and 
௣ೞభ
௔ೞ

), the demand externalities parameters ( ݎ  and ݂ ), and the reprovisioning 

coefficient (ߙ). 

 

Lemma 1 For both shared and dedicated infrastructures, the optimal capacity (weakly) increases with 

return on capacity (
௣೏మ
௔೏మ

 for dedicated and 
௣ೞభ
௔ೞ

 and 
௣ೞమ
௔ೞ

 for shared) and decreases with ߙ . The optimal 

capacity in the shared infrastructure increases with ݂ and (weakly) increases with ݎ. 

 

It is very intuitive that a higher return on capacity induces the provider to invest in greater up-

front capacity. The optimal capacity is chosen to balance the cost of over-provisioning against the loss 

from under-provisioning. An increase in ߙ allows a provider to recover more of the excess demand and 

therefore reduces the provider’s cost of under-provisioning resources, resulting in lower up-front capacity. 
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These apply to both dedicated and shared networks. In the shared network, ݎ and ݂ reflect the increase in 

demand as a result of the positive externalities of service integration on the same infrastructure. Higher ݎ 

and ݂ suggest higher demand and therefore require higher capacity. 

 

4. Analysis 

In this section, we use the results of Section 3 to study the impact of various system parameters on the 

choice of network infrastructure. This is done in two phases. First, in Section 4.1, we consider the impact 

of different cost and revenue parameters. This is relatively straightforward. Second, in Section 4.2, we 

focus on the impact of the reprovisioning coefficient (ߙ) on network choice, and show that it can produce 

more subtle and interesting behaviors. 

 

4.1 Impact of Cost/Revenue parameters 

The preferred infrastructure is found by comparing ߎ௦ and ߎௗ (Equations (11) and (12)) of the shared and 

dedicated networks, respectively, and choosing the one that yields a higher profit. These profits are 

affected by the cost and revenue parameters in a similar fashion. For example, it can be shown that 

డሺ௽ೞି௽೏ሻ

డ௣ೞమ
൐ 0. As Service 2’s contribution margin in the shared network increases, the shared network 

becomes more profitable and thus is more likely to be the preferred choice. Similarly, we can show that 

௦ߎ െ ௗߎ  increases with ݌௦ଵ , ܽௗଵ, ܽௗଶ, ܿௗଵ, and ܿௗଶ, but decreases with ݌ௗଵ, ݌ௗଶ, ܽ௦ଵ, ܽ௦  and ܿ௦ . These 

results are all very intuitive and suggest a similar effect, i.e., economics of scope in costs (which leads to 

higher contribution margin or lower cost in a shared network) favor the shared network while 

diseconomies of scope favor dedicated networks.  

Additionally, it can be shown that 
డሺ௽ೞି௽೏ሻ

డ௥
൐ 0 and 

డሺ௽ೞି௽೏ሻ

డ௙
൐ 0. This suggests that, as expected, 

a greater increase in demand driven by the positive externalities of service integration favors the shared 

network over dedicated networks. 
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4.2 Impact of Reprovisioning 

To study the impact of reprovisioning coefficient (ߙ), we substitute the expressions for ܭ௦∗ and ܭௗଶ
∗  from 

Equations (7) and (9) into the condition ߎ௦ ൐  :ௗ to obtainߎ

 ൫1– ௗଶ݌൯ሺߙ െ ܽௗଶሻሺܺଶ
௠௔௫ െ ௗଶܭ

∗ ሻ െ ൫1–ߙ൯ሺ݌௦ଵ െ ܽ௦ሻܺݎଶ
௠௔௫ െ ൫1–ߙ൯ሺ݌௦ଶ െ

ܽ௦ଶሻሺ݂ ଵܺ ൅ ܺଶ
௠௔௫ െ ௦∗ሻܭ 	൐   ,ߛ2

(13)

where ߛ is independent of ߙ and is given by 

ߛ  ൌ ሺ݌ௗଶ െ ܽௗଶሻ
௑మ
೘ೌೣ

ଶ
െ ሺ݌௦ଶ െ ܽ௦ሻ ቀ

௑మ
೘ೌೣ

ଶ
൅ ݂ ଵܺቁ െ ሺ݌௦ଵ െ ܽ௦ሻ

௑మ
೘ೌೣ

ଶ
ݎ ൅ ሺ݌ௗଵ െ

ܽௗଵሻ ଵܺ െ ሺ݌௦ଵ െ ܽ௦ଵሻ ଵܺ െ ሺܿௗଵ ൅ ܿௗଶ െ ܿ௦ሻ,   

(14)

As seen in Equation (14), ߛ captures the difference in expected profits between the dedicated and 

shared networks conditioned on capacity exactly meeting the realized demand (as would for example be 

the case when ߙ ൌ 1). The left hand side of Equation (13) captures the difference in the maximum loss 

from under-provisioning between the dedicated and shared network infrastructures as a function of ߙ. For 

ease of exposition, we introduce the following notations to denote this difference. 

 ݄ሺߙሻ ൌ ݄ௗሺߙሻ െ ݄௦ሺߙሻ  (15)

 ݄ௗሺߙሻ ൌ ൫1–ߙ൯ሺ݌ௗଶ െ ܽௗଶሻሺܺଶ
௠௔௫ െ ௗଶܭ

∗ ሻ  (16)

 ݄௦ሺߙሻ ൌ ൫1–ߙ൯ሺ݌௦ଵ െ ܽ௦ሻܺݎଶ
௠௔௫ ൅ ൫1– ௦ଶ݌൯ሺߙ െ ܽ௦ሻሺ݂ ଵܺ ൅ ܺଶ

௠௔௫ െ ௦∗ሻ  (17)ܭ

Note that ݄ሺ1ሻ ൌ 0 as under-provisioning can be fully compensated by reprovisioning for both shared and 

dedicated infrastructures when ߙ ൌ 1. In contrast, ݄ሺ0ሻ can be positive or negative depending on whether 

the dedicated or shared network incurs a higher loss in the absence of reprovisioning. 

 As specified in Equation (13), the network infrastructure choice at any value of ߙ depends on the 

value of ݄ሺߙሻ relative to the constant baseline of 2ߛ. At each value of ߙ where ݄ሺߙሻ intersects with 2ߛ, a 

switch occurs from preferring one network choice to another. Understanding how reprovisioning affects 

network choice therefore calls for understanding how the loss difference,	݄ሺߙሻ, varies with ߙ. This is the 

topic of Sub-section 4.2.1. In Sub-section 4.2.2, we enumerate the possible intersection(s) of ݄ሺߙሻ with 

 .and their implications on network choice ߛ2
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4.2.1 Analyzing the effect of ࢻ on the loss difference	݄ሺߙሻ 

Before we analyze the effect of ߙ on the loss difference between the two networks (݄ሺߙሻ), we first 

examine how the maximum loss from under-provisioning in each network, ݄௜ሺߙሻ, ݅ ൌ ሼݏ, ݀ሽ, is affected 

by ߙ. This is shown in Lemma 2 (the proof is in Appendix A). 

 

Lemma 2 For both shared and dedicated infrastructures, the maximum loss from under-provisioning 

(݄௜ሺߙሻ, ݅ ൌ ሼݏ, ݀ሽ) decreases with ߙ.  

  

An increase in ߙ allows a provider to recover more of the excess demand and therefore reduces 

the provider’s cost of under-provisioning resources. On the other hand, according to Lemma 1, an 

increase in ߙ also induces the provider to reduce the capacity it provisions up-front, thus increasing the 

excess demand. Lemma 2 suggests that the former effect dominates the latter, so that an increase in 

reprovisioning (ߙ) benefits both networks by reducing their maximum loss from under-provisioning. In 

particular, when ߙ ൌ 1 , i.e., the entire excess demand is captured, there is no loss from under-

provisioning, i.e., ݄ௗሺ1ሻ ൌ ݄௦ሺ1ሻ ൌ 0.  

Although Lemma 2 shows that the maximum loss from under-provisioning (݄௜ሺߙሻ, ݅ ൌ ሼݏ, ݀ሽ) 

decreases with ߙ for both shared and dedicated networks, the difference in these losses, as captured by 

݄ሺߙሻ, may increase or decrease as ߙ varies in ሾ0, 1ሿ. Proposition 1 specifies the conditions under which 

݄ሺߙሻ is increasing (shared benefits more) or decreasing (dedicated benefits more). Proposition 1 (and all 

the subsequent results) is derived under the condition that ݄′ሺߙሻ	satisfies the single crossing property (i.e., 

݄′ሺߙሻ  intercepts 0 at most once for ߙ ∈ ሾ0, 1ሿ). This property is violated only in a relatively small 

parameter region where our main results also hold qualitatively. Therefore, we focus on the primary 
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parameter region where the single crossing property is satisfied and defer the details for the scenario 

where this property is not satisfied to Appendix A. 9 

 

Proposition 1 Increasing reprovisioning capability (ߙ) benefits both shared and dedicated networks. 

Additionally,  

(i) if ݄ᇱሺ0ሻ ൒ 0 and ݄ᇱሺ1ሻ ൒ 0, an increase in ߙ benefits a shared network more than a dedicated 

network ∀ߙ ∈ ሾ0, 1ሿ.  

(ii) if ݄ᇱሺ0ሻ ൏ 0  and ݄ᇱሺ1ሻ ൏ 0 , an increase in ߙ  benefits a dedicated network more than a 

shared network ∀ߙ ∈ ሾ0, 1ሿ. 

(iii) if ݄ᇱሺ0ሻ ൒ 0 and ݄ᇱሺ1ሻ ൏ 0, an increase in ߙ benefits a shared network more at low ߙ and a 

dedicated network more at high ߙ. 

(iv) if ݄ᇱሺ0ሻ ൏ 0 and ݄ᇱሺ1ሻ ൒ 0, an increase in ߙ benefits a dedicated network more at low ߙ and 

a shared network more at high ߙ. 

 

Proposition 1 establishes that the signs of ݄ᇱሺ0ሻ and ݄ᇱሺ1ሻ characterize the behavior of ݄ሺߙሻ. 

Proposition 1 is useful for two reasons. First, it helps identify key operational metrics that determine 

whether a dedicated or a shared network benefits more from improvements in reprovisioning. Second, it 

provides a useful graphical aid to understand the factors driving the optimal network choice. We elaborate 

on both these points below. 

Since the sign of ݄′ሺߙሻ  at ߙ ൌ 0  and ߙ ൌ 1  determines which network benefits more from 

reprovisioning, we focus on the relations ݄ᇱሺ0ሻ ൌ 0 and ݄ᇱሺ1ሻ ൌ 0: 

                                                            
9 The exact condition when ݄′ሺߙሻ	satisfies the single crossing property is given in Appendix A. When the single 
crossing property is not satisfied, ݄ᇱሺ0ሻ ൐ 0, ݄ᇱሺ1ሻ ൐ 0, and an increase in ߙ benefits a shared network more at both 
low and high values of ߙ and a dedicated network more at intermediate values of ߙ. This only affects result (i) in 
Proposition 1 and takes place in a relatively small parameter region. It does not affect the other propositions and 
corollaries as its impact on	݄′ሺߙሻ manifests itself only for intermediate values of ߙ in (i). In addition, as shown in 
Appendix A, our main result, namely, that changes in ߙ affect infrastructure choice and that the optimal choice can 
switch multiple times as ߙ varies in the range ሾ0, 1ሿ still holds.  
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݄ᇱሺ0ሻ ൌ 0 ∶ 
ሺ௣೏మି௔೏మሻ

൬
೛೏మ
ೌ೏మ

൰
మ ൌ

௣ೞమି௔ೞା௥ሺ௣ೞభି௔ೞሻ൭ଵା௥ቀ
೛ೞమ
ೌೞ
ି
೛ೞభ
ೌೞ
ቁቆଵା

೛ೞమ
ೌೞ
ା௥ቀ

೛ೞమ
ೌೞ
ି
೛ೞభ
ೌೞ
ቁቇ൱

ቆ
೛ೞమ
ೌೞ
	ା	௥	ቀ

೛ೞమ
ೌೞ
ି
೛ೞభ
ೌೞ
ቁቇ

మ  (18)

 ݄ᇱሺ1ሻ ൌ 0 ∶ ௗଶ݌ െ ܽௗଶ=ሺ݌௦ଶ െ ܽ௦ሻ ൅ ௦ଵ݌ሺݎ െ ܽ௦ሻ   (19)

From Equations (18) and (19), we observe that two operational metrics, the return on capacity 

(
௣೏మ
௔೏మ

,
௣ೞమ
௔ೞ
,
௣ೞభ
௔ೞ

) and the gross profit margin for each unit of used capacity (݌ௗଶ െ ܽௗଶ, ௦ଶ݌ െ ܽ௦, ௦ଵ݌ െ ܽ௦), 

determine which network choice benefits more from increases in ߙ. In Figure 2, we identify the regions in 

the 
௣೏మ
௔೏మ

 (y-axis) and ݌ௗଶ െ ܽௗଶ (x-axis) plane associated with the four conditions from Proposition 1. Note 

that the y-axis, 
௣೏మ
௔೏మ

, only takes values greater than 1 since Service 2 should generate positive profit margin. 

[Insert Figure 2 Here] 

We observe from Figure 2 that the line ݌ௗଶ െ ܽௗଶ=ሺ݌௦ଶ െ ܽ௦ሻ ൅ ௦ଵ݌ሺݎ െ ܽ௦ሻ, i.e., ݄ᇱሺ1ሻ ൌ 0, 

partitions the plane into two regions such that at high ߙ a dedicated network always benefits more on one 

side and a shared network on the other. This observation is formalized in Proposition 2. 

 

Proposition 2 A dedicated network benefits more from better reprovisioning at high	ߙ (i.e., ߙ → 1) if 

ௗଶ݌ െ ܽௗଶ>ሺ݌௦ଶ െ ܽ௦ଶሻ ൅ ௦ଵ݌ሺݎ െ ܽ௦ଶሻ , and a shared network benefits more at high ߙ  if ݌ௗଶ െ

ܽௗଶ<ሺ݌௦ଶ െ ܽ௦ଶሻ ൅ ௦ଵ݌ሺݎ െ ܽ௦ଶሻ, 

 

For ߙ close to 1, the difference between the maximum losses from under-provisioning ݄ሺߙሻ is 

mainly determined by the profit margins10. When the gross profit margin in a dedicated network is 

sufficiently high (i.e., (݌ௗଶ െ ܽௗଶ>ሺ݌௦ଶ െ ܽ௦ଶሻ ൅ ௦ଵ݌ሺݎ െ ܽ௦ଶሻ), it has a higher maximum loss from 

under-provisioning. When ߙ ൌ 1 , the losses become zero for both network choices (i.e., ݄ௗሺ1ሻ ൌ

݄௦ሺ1ሻ ൌ 0). Therefore, the network that starts with a higher loss, i.e., the dedicated network, experiences 

                                                            
10 When ߙ ൎ ௗଶܭ ,1

∗ ൎ ∗௦ܭ ,0 ൎ ݂ ଵܺ, and so ݄ሺߙሻ ൎ ൫1–ߙ൯ܺଶ
௠௔௫൫ሺ݌ௗଶ െ ܽௗଶሻ െ ሺ݌௦ଵ െ ܽ௦ሻݎ െ ሺ݌௦ଶ െ ܽ௦ሻ൯.  
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a more significant decrease in its under-provisioning loss as ߙ  approaches 1. This explains why the 

dedicated network benefits more from better reprovisioning when its gross profit margin is high.  

The condition in Proposition 2 is less likely to hold when ݎ  increases. This follows 

straightforwardly from Proposition 1, because a higher ݎ  increases the threshold for ݌ௗଶ െ ܽௗଶ . This 

suggests that when service integration brings higher additional demand for Service 1 (i.e., when ݎ 

increases), a shared network is more likely to benefit more from better reprovisioning at high ߙ. This 

result is summarized in Corollary 1.  

 

Corollary 1 When ݎ increases, a shared network is more likely to benefit more from better reprovisioning 

at high	ߙ (i.e., ߙ → 1).  

 

Proposition 2 and Corollary 1 focus on scenarios with high ߙ, and we now turn to scenarios with 

low ߙ, i.e., very limited reprovisioning. We observe from Figure 2 that ݄ᇱሺ0ሻ ൌ 0 partitions the plane into 

two regions. More formally, 
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Proposition 3 indicates that in addition to the gross profit margin (݌ௗଶ െ ܽௗଶ, ௦ଶ݌ െ ܽ௦, ௦ଵ݌ െ ܽ௦), 

another metric, return on capacity (
௣೏మ
௔೏మ

,
௣ೞమ
௔ೞ
,
௣ೞభ
௔ೞ

), also affects which network choice benefits more from 

better reprovisioning at low ߙ. For ߙ close to 0, the difference between the maximum losses from under-

provisioning ݄ሺߙሻ is determined by both gross profit margins and the difference between maximum 

demand and optimal capacity. According to Lemma 1, optimal capacity is mainly determined by the 

return on capacity metric. This explains why both gross profit margin and return on capacity play a role 

when ߙ is low.  

The condition in Proposition 3 is less likely to hold as ݎ increases as long as ݌௦ଵ is not too small. 

This suggests that when service integration brings higher additional demand to Service 1 (i.e., when ݎ 

increases), a shared network is more likely to benefit more from an improved reprovisioning capability at 

low ߙ only if ݌௦ଵ is not too small. The intuition behind this behavior is as follows. For ߙ close to 0, the 

maximum loss from under-provisioning in a shared network ݄௦ሺߙሻ  is mainly determined by ሺ݌௦ଵ െ

ܽ௦ሻܺݎଶ
௠௔௫ ൅ ሺ݌௦ଶ െ ܽ௦ሻሺ݂ ଵܺ ൅ ܺଶ

௠௔௫ െ ௦∗ሻܭ . The first term increases with ݎ , but the second term 

decreases with ݎ  since ܭ௦∗  increases with ݎ  (given by Lemma 1). When ݌௦ଵ  is large, the first effect 

dominates, implying that ݄௦ሺߙሻ increases with ݎ, whereas the contrary is true if ݌௦ଵ is small. Since ݄ௗሺߙሻ 

is not affected by ݎ, the shared network is more likely to benefit more from better reprovisioning when ݎ 

increases, only if ݌௦ଵ is sufficiently large. This result is summarized in Corollary 2. 

 

Corollary 2 When ݎ increases, a shared network is more likely to benefit more from better reprovisioning 

at low	ߙ (i.e., 0~ߙ) as long as ݌௦ଵ is not too small. 12 

 

Our analysis thus far identifies for given values of the metrics, gross profit margin and return on 

capacity, which region of Figure 2 we operate in, which network benefits more from better reprovisioning 

in each region, and how this behavior is affected by demand externalities to Service 1 (i.e., ݎ). The 
                                                            
12 The proof and the cutoff value for ݌௦ଵ are given in Appendix A. 
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additional demand that service integration brings to Service 2 does not matter here because ݂ ଵܺ is based 

on the known, stable demand for Service 1 so that its capacity is always provisioned up front.  

 

4.2.2 Optimal Network Choice 

The analysis in Section 4.2.1 characterizes which network choice benefits more from reprovisioning. 

However, the provider’s optimal network choice depends on how these relative benefits compare to the 

other cost and revenue parameters. As specified in Equation (13), this choice depends on the value of 

݄ሺߙሻ with respect to the baseline of 2ߛ, with each intersection between	݄ሺߙሻ and 2ߛ marking a switch in 

network choice. In this section, we characterize the provider’s optimal network choice. 

As specified in Proposition 1 (see also Figure 2) there are four possible behaviors associated with 

an increase in reprovisioning coefficient ߙ.  

First, consider the region in which a shared network always benefits more from increases in ߙ. 

This corresponds to the upper left region in Figure 2. In this region, if the shared network is already the 

preferred choice at ߙ ൌ 0, then it obviously remains the provider’s optimal network choice irrespective of 

reprovisioning ability. This requires ߛ ൏ 0 (because ݄ሺߙሻ ൐ ,ߛ2 and ݄ሺ1ሻ ߙ∀ ൌ 0), which can arise if the 

shared network enjoys significantly lower fixed costs (i.e., ܿ௦ ≪ ܿௗଵ ൅ ܿௗଶ) or variable costs ((݌ௗଶ െ

ܽௗଶ ≪ ሺ݌௦ଶ െ ܽ௦ሻ ൅ ௦ଵ݌ሺݎ െ ܽ௦ሻ  and/or ݌ௗଵ െ ܽௗଵ ≪ ௦ଵ݌ െ ܽ௦ଵ ). A numerical example is shown in 

Figure 3(C). On the other hand, if a dedicated network is initially preferred and if the benefits that the 

shared network receives from reprovisioning are never sufficient to overcome the impact of other 

parameters (i.e., ݄ሺߙሻ ൏ ,ߛ2 ߙ∀ ∈ ሾ0, 1ሿ), then a dedicated network remains preferred irrespective of ߙ, as 

shown in Figure 3(A) (where a low up-front fixed cost favors a dedicated network). A more interesting 

outcome arises when a dedicated network is the preferred choice for ߙ ൌ 0, but as ߙ  increases, the 

benefits that the shared network receives are sufficiently high to overcome the impact of diseconomies of 

scope in other costs (i.e., ݄ሺߙሻ and 2ߛ intersect). As a result, the optimal network choice switches to a 
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shared network at high ߙ. A numerical example is shown in Figure 3(B), in which a dedicated network is 

preferred for ߙ ≾ 0.75 and shared for higher values. 

[Insert Figure 3 Here] 

Second, consider the region in which a shared network benefits more from increases in ߙ at low ߙ 

and a dedicated network at high ߙ. This corresponds to the shaded region in the upper right hand side of 

Figure 2. A numerical example for this scenario is shown in Figure 4 for the case of ݄ሺ0ሻ ൐ 0, which 

shows that there are four possible network choice outcomes depending on 2ߛ: (i) a dedicated network is 

preferred irrespective of ߙ, (ii) a shared network is preferred irrespective of ߙ, (iii) a shared network is 

preferred at low ߙ and a dedicated network at high ߙ, (iv) a dedicated network is preferred at both low 

and high ߙ , and a shared network for intermediate values. A dedicated (shared) network is chosen 

irrespective of ߙ if there are significant diseconomies (economies) of scope as shown in Figure 4(A) 

(Figure 4(D)). In both cases, the impact of reprovisioning is negligible relative to the impact of other cost 

and revenue parameters. For values of cost parameters such that ݄ሺߙሻ  and 2ߛ  intersect, the optimal 

network choice switches. Moreover, as shown in Figure 4(B) and 4(C), there can be one or two such 

switches in the optimal network choice. In the case of ݄ሺ0ሻ ൏ 0, there are also four possible network 

choice outcomes similar to Figure 4. The only difference is that when ݄ሺߙሻ and 2ߛ intersect only once, a 

dedicated network is preferred at low ߙ and a shared network at high ߙ, opposite to what’s shown in 

Figure 4(C). If ݄ሺ0ሻ ൌ 0, ݄ሺߙሻ and 2ߛ either do not intersect as in Figure 4(A) and 4(D), or intersect 

twice as in Figure 4(B), i.e., there is no equivalence of Figure 4(C). 

[Insert Figure 4 Here] 

Lastly, for the other two regions of Figure 2, the analyses are analogous to the previous ones. In 

the lower right region of Figure 2 where a dedicated network always benefits more than a shared network 

ߙ∀ ∈ ሾ0, 1ሿ, if the diseconomies (economies) of scope in the costs are very large, a dedicated (shared) 

network is preferred irrespective of ߙ, otherwise the network choice switches from shared to dedicated as 

 increases. In the shaded region in the lower left hand side of Figure 2 where a dedicated network ߙ
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benefits more from increase in ߙ at low ߙ and a shared network at high ߙ, there can be three or four 

possible outcomes depending on the sign of ݄ሺߙሻ. 

 

4.3 Discussion 

In this section, we illustrate the paper’s findings through two examples that help contrast the different 

possible outcomes the model predicts when the ability to reprovision resources improves (ߙ increases).  

Recall that shared infrastructures benefit from reusing equipment across services, but that these 

benefits can all but disappear when the sharing is poorly controlled and produces diseconomies rather 

than economies of scope. Technologies that control sharing have, therefore, played an important role in 

the emergence of shared solutions, e.g., witness the impact of “virtualization” on the growing popularity 

of both cloud computing and virtual networks. At the same time, technologies that enable better control of 

shared resources, often also facilitate more dynamic provisioning of those same resources. As seen in the 

previous section, better reprovisioning capabilities and greater economies of scope, as measured by 

improvements in gross profit margin and return on capacity, need not always combine to favor shared 

solutions. We illustrate this next through two examples. 

Consider the task of providing computing services in the late eighties, early nineties. There were 

two major competing options for delivering such services. Systems such as IBM mainframes were 

representative of shared solutions that would support multiple services (and users). In contrast, DEC 

mini-computers and later on a wide range of “workstations” were the pillars of dedicated solutions, with 

individual machines assigned to specific tasks or users. The cost of equipment and therefore 

computational capacity was substantially lower for dedicated solutions than it was for IBM mainframe 

shared solutions, i.e., ܽௗ ൏ ܽ௦. As a result, and even if services based on IBM mainframes often carried a 

premium (݌௦ ≿  ௗሻ, this scenario maps to the upper right quadrant of Figure 2, i.e., dedicated solutions݌

have high gross profit margins and return on capacity. In this area, better reprovisioning abilities (ߙ) can 

favor either shared or dedicated solutions. In particular, improving ߙ in the low-ߙ region benefits shared 
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solutions more than dedicated ones. Small improvements in reprovisioning that technology advances 

afforded, e.g., through processor and memory upgrades or even additional processor cards, benefited both 

mainframes and mini-computers, but would have favored (shared) IBM mainframes more than (dedicated) 

mini-computer-based solutions. This factor, and obviously many others, may have enabled mainframes to 

survive in spite of the emergence of cheaper distributed solutions.  

Contrast the previous situation with the current environment for computing services, where 

dedicated and shared solutions both rely on the same type of equipment, i.e., a stand-alone blade server 

fulfills the needs of an individual computation service, while racks of the same blade servers can be 

shared across services. In addition, previously mentioned technologies such as virtualization offer tight 

control of resources sharing across services, which enables shared solutions to take full advantage of the 

economies of scope they afford. The similar equipment costs ܽௗ ൎ ܽ௦ and the ability to fully leverage the 

economies of scope of shared solutions ሺ݌௦ ൒  ௗሻ suggest that we might now be operating in the lower݌

left quadrant of Figure 2, i.e., dedicated solutions display both lower gross profit margins and return on 

capacity. Furthermore, the same technology that is behind stackable blade servers and virtualization 

makes highly dynamic reprovisioning a reality, i.e., idle CPUs can be rapidly allocated to individual 

services, and adding new blades to an existing system can be done with little turn-around time. In other 

words, we are now in a high ߙ environment. Hence, throughout the lower left quadrant of Figure 2, 

improvements in re- provisioning abilities would take place in a high ߙ environment, and therefore only 

further the advantage of shared solutions. In other words, unlike the “mainframe vs. workstation” scenario 

where improving reprovisioning tilted the balance back towards the less competitive mainframe solution, 

it now further strengthens the solution of choice, shared systems, which augurs well for the continued 

growth of large-scale cloud computing systems. 

Of course, in the absence of detailed estimates for model parameters, it is impossible to 

demonstrate the exact impact that changes in reprovisioning ability and economies of scope may have on 

the ultimate success of shared computing solutions, or conversely had on the survival of mainframe based 
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solutions. Nonetheless, the discussion is meant to illustrate the effects and interactions of these two 

parameters, and the kinds of analyses that are feasible to understand their impact.  

 

5. Conclusions 

This work introduces an analytical framework to investigate which of shared or dedicated infrastructures 

offer a more cost-effective solution in the deployment of new services. The choice of an infrastructure is 

influenced by many factors such as fixed and variable costs, capacity costs, demand synergies, and the 

ability to dynamically reprovision resources. The results demonstrate that although strong economies or 

diseconomies of scope in the cost components can, as one would expect, favor a shared or a dedicated 

solution, the ability to dynamically provision resources also has an important effect. Reprovisioning 

improves the profits of both shared and dedicated solutions, but can do so differently as a function of their 

respective gross profit margins and returns on capacity. The selection of a preferred infrastructure is, 

therefore, influenced not only by economies and diseconomies of scope, but also by how the 

infrastructure is affected by reprovisioning. Additionally, changes in synergies between services that 

affect demand in a shared infrastructure were also found to have a different impact as a function of the 

infrastructure’s reprovisioning ability. 

Although the model demonstrates the impact of reprovisioning and identifies operational metrics 

that influence infrastructure choice, it relied on a number of assumptions that we briefly review. First, the 

model focuses on economies of scope and ignores economies of scale. A natural extension would be to 

allow economies of scale in cost components. Numerical investigations incorporating economies of scale 

demonstrated qualitatively similar results, and suggest that the main findings are likely to hold (see 

Appendix B). Second, for analytical tractability the model assumes a uniform distribution for the demand 

of Service 2. As shown again in Appendix B, the results remain qualitatively similar under other non-

uniform demand distributions. The model also assumes that reprovisioning is equally available in shared 

and dedicated networks. The use of different reprovisioning parameters for shared and dedicated solutions, 
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i.e., ߙ௦ and ߙௗ, would be a relevant extension. Also, the model considers that reprovisioning is invoked 

only in the presence of excess demand, i.e., provisioned capacity could not be relinquished when demand 

was insufficient. Allowing (a)symmetric reprovisioning in both directions represents another interesting 

extension. Finally, modeling bundled pricing is a natural extension of the investigation now that we have 

developed a clearer understanding of the impact of core supply-side parameters such as economies and 

diseconomies of scope across dedicated and shared infrastructures and the ability to dynamically 

reprovision capacity. These issues, and in particular pricing strategies to best leverage demand 

externalities arising from service integration in a shared network, are topics we plan to address in future 

work. 
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6. Figures 

Figure 1. The three-stage sequential decision process 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figure 2. Partition of parameter space into regions corresponding to cases of Proposition 1 
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Figure 3: Impact of ࢻ on infrastructure choice when a shared network always benefits 
more from increases in ࢻ.  
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Figure 4: Impact of ࢻ on infrastructure choice when a shared network benefits more from 
increases in ࢻ at low ࢻ and a dedicated network at high ࢻ. 
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7. Appendix 

A. Proofs of Lemmas and Proposition 1 
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Proof of Lemma 2: It can be derived that  
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Proof related to Proposition 1: ݄′ሺߙሻ satisfies the single-crossing property (i.e., changes its sign at most 
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݄′′ሺߙሻ ൌ 0 can be rewritten as:  

ߙ ൅ ሺ1	 െ ሻߙ	
௣ೞమ
௔ೞ
൅ ሺ1	 െ ሻߙ	 ቀ

௣ೞమ
௔ೞ
െ

௣ೞభ
௔ೞ
ቁ ݎ ൌ ቌ

௔ೞቀ
೛ೞమ
ೌೞ
ିଵቁ

మ
ሺଵା௥ሻ

௔೏మ൬
೛೏మ
ೌ೏మ

ିଵ൰
మ ቍ

భ
య

ቀߙ ൅ ሺ1	 െ ሻߙ	
௣೏మ
௔೏మ
ቁ. 

It can be easily seen that ݄′′ሺߙሻ ൌ 0 has at most one solution for ߙ ∈ ሾ0, 1ሿ. If it doesn’t have a solution 

for ߙ ∈ ሾ0, 1ሿ, ݄′ሺ0ሻ ൌ 0 has at most one solution for ߙ ∈ ሾ0, 1ሿ. If the solution exists, it is   
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Under Condition (1), we can confirm that ݄′′ሺߙሻ ൐ 0 for 0 ൏ ߙ ൏ ሻߙത, ݄′′ሺߙ ൏ 0 for ߙത ൏ ߙ ൏ 1, 

and ݄′ሺ0ሻ ൐ 0. Therefore, ݄′ሺ0ሻ ൌ 0 has at most one solution for ߙ ∈ ሾ0, 1ሿ. 

Under Condition (2), we can confirm that ݄′′ሺߙሻ ൏ 0 for 0 ൏ ߙ ൏ ሻߙത, ݄′′ሺߙ ൐ 0 for ߙത ൏ ߙ ൏ 1. 

In this case, ݄′ሺ0ሻ ൌ 0 has at most one solution for ߙ ∈ ሾ0, 1ሿ except when ݄′ሺ0ሻ ൐ 0, ݄′ሺ1ሻ ൐ 0 and 

݄′ሺߙതሻ ൏ 0, for which ݄′ሺ0ሻ ൌ 0 has two solutions. This region appears if  

Max ൦
ܽ݀2൬

೛೏మ
ೌ೏మ

ିଵ൰ఆమ

൬
೛೏మ
ೌ೏మ

൰
మ
൭
೛ೞమ
ೌೞ

ିଵାቀ
೛ೞభ
ೌೞ

ିଵቁ௥ቆଵାቀ
೛ೞమ
ೌೞ

ି
೛ೞభ
ೌೞ

ቁ௥ሺଵାఆሻቇ൱

,
ܽ݀2൬

೛೏మ
ೌ೏మ

ିଵ൰

೛ೞమ
ೌೞ

ିଵାቀ
೛ೞభ
ೌೞ

ିଵቁ௥
	൪ ൏ ܽ௦ ൏

ܽ݀2൬
2݀݌
ܽ݀2

െ1൰ሺߗെ1ሻ2െ3ߔߖቆሺߗെ1ሻߖെ൬
2݀݌
ܽ݀2

െ1൰ߔቇ			

ቌ൬
2݀݌
ܽ݀2

െ1൰
2
ቀ
2ݏ݌
ݏܽ
െ1൅ቀ

1ݏ݌
ݏܽ
െ1ቁݎቁ൅ቀ

1ݏ݌
ݏܽ
െ1ቁቀ

2ݏ݌
ݏܽ
െ
1ݏ݌
ݏܽ
ቁ2ݎ൬1െ2

2݀݌
ܽ݀2

൅ߗ൰ቍ

  



38 
 

In summary, ݄′ሺߙሻ  satisfies the single-crossing property except when the following two 

conditions are both satisfied: 
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When (C1) and (C2) are satisfied, ݄′ሺ0ሻ ൌ 0 has two solutions for ߙ ∈ ሾ0, 1ሿ, ݄′ሺ0ሻ ൐ 0, and 

݄′ሺ1ሻ ൐ 0. In this case, a shared network benefits more from increases in ߙ at low and high values of ߙ 

and a dedicated network at intermediate values of ߙ. A numerical example for this scenario is shown in 

Figure 5, which shows that there are five possible network choice outcomes depending on 2ߛ. A shared 

(dedicated) network is chosen irrespective of ߙ if there are significant economies (diseconomies) of scope 

as shown in Figure 5(A) (Figure 5(E)). When ݄ሺߙሻ intersects 2ߛ, there can be up to three switches in the 

optimal network choice as shown in Figure 5(B), 5(C) and 5(D). Thus our main result that changes in ߙ 

affect infrastructure choice and that the optimal choice can switch multiple times as ߙ varies in the range 

ሾ0, 1ሿ still holds. 
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The left hand side of the above inequality is independent of ߙ, and the first derivative of the right hand 
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B. Robustness To Model Changes 

In this section, we demonstrate that the results are robust to several changes in the model. In particular, 

we show that the behaviors and outcomes that the model helps elucidate are still present when economies 

of scale are included or when using a non-uniform demand distribution. The investigation is carried out 

by numerically computing optimal provisioning decisions for shared and dedicated networks under these 

new conditions. It reveals that changes in the reprovisioning factor ߙ still affect which network choice 

yields a higher profit. Furthermore, scenarios where multiple such changes arise as ߙ varies in the range 

[0, 1] remain present as well. 

The inclusion of economies of scale is a natural extension, as they represent a common benefit 

associated with shared solutions. It is, therefore, of interest to verify that the presence of such a benefit 

(for shared solutions) does not eliminate the impact that the coefficient ߙ can have on determining the 

solution of choice. Similarly, validating that changes in demand distribution do not significantly affect the 

outcome is another standard test of the robustness of the results. 

In Figure 6(A), we use ܽௗଶܭௗଶ
଴.଼ and ܽௗଵ ଵܺ

଴.଼ to capture economies of scale in capacity costs for 

Services 1 and 2 respectively in the dedicated network, ܽ௦ܭ௦଴.଼ for the flexible capacity in the shared 

network, and ܽ௦ଵ ଵܺ
଴.଼ for the existing capacity for Service 1 in the shared network. The example shows an 

                                                            
13 There is a closed-form solution but it is too complex to show.  
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instance of infrastructure choice where dedicated networks are preferred at both high and low ߙ, while a 

shared network is preferred at intermediate values of ߙ. In Figure 6(B), Service 2’s demand distribution 

follows a beta distribution with parameters (1.5, 1), which is negatively skewed. In this scenario, a shared 

network is preferred at both high and low ߙ, while dedicated networks are preferred at intermediate 

values of ߙ . Figure 6(C) displays a similar example with the demand distribution of Service 2 now 

following an Erlang distribution with parameters (2, 5), which is positively skewed. In this scenario, 

dedicated networks are preferred at both high and low values of ߙ, while a shared network is preferred at 

intermediate values of ߙ.  
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Figure 5. Impact of ࢻ  on infrastructure choice when ࢎሺࢻሻ  does not satisfy the single-
crossing property. 
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Figure 6. Impact of ࢻ on infrastructure choice when economics of scale or different form of 
demand distribution is assumed 
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