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Abstract

As more firms begin to collect (and seek value from) richer customer-level datasets, a focus on the emerging concept of customer-base
analysis is becoming increasingly common and critical. Such analyses include forward-looking projections ranging from aggregate-level sales
trajectories to individual-level conditional expectations (which, in turn, can be used to derive estimates of customer lifetime value). We provide an
overview of a class of parsimonious models (called probability models) that are well-suited to meet these rising challenges. We first present a
taxonomy that captures some of the key distinctions across different kinds of business settings and customer relationships, and identify some of the
unique modeling and measurement issues that arise across them. We then provide deeper coverage of these modeling issues, first for noncon-
tractual settings (i.e., situations in which customer “death” is unobservable), then contractual ones (i.e., situations in which customer “death” can
be observed). We review recent literature in these areas, highlighting substantive insights that arise from the research as well as the methods used
to capture them. We focus on practical applications that use appropriately chosen data summaries (such as recency and frequency) and rely on
commonly available software packages (such as Microsoft Excel).
n 2009 Direct Marketing Educational Foundation, Inc. Published by Elsevier B.V. All rights reserved.
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Introduction

In recent years, improvements in information technology
have resulted in the increased availability of customer
transaction data. This trend is closely linked to an ever-growing
desire on the part of the marketing manager to use the firm's
customer transaction databases to learn as much as possible
about his customer base. These changes, in turn, have led to an
overall shift in perspectives about how these bigger, better
datasets will be used; specifically, many experts now talk about
an evolution from transaction-oriented to customer-centric
marketing strategies.

Initial analyses of these transaction databases are typically
descriptive in nature. This includes basic summary statistics
(e.g., average number of orders, average order size) as well as
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information on the distribution of behaviors across the customer
base (e.g., the distribution of total spend per customer) from
which concentration measures can be derived (e.g., determining
the percentage of total sales accounted for by the top 20% of
customers). Further analyses of the customer base may use
various multivariate statistical methods and data mining tools to
identify, say, the geodemographic characteristics of heavy
buyers, or to determine which groups of products tend to be
purchased together (i.e., a “market-basket” analysis). Whether
we are talking about analyses performed in a spreadsheet or
using a complicated data mining suite, the one thing they have
in common is that they are descriptive in nature and focus on the
past behavior of the firm's customer base.

The next step is to undertake customer-base analysis acti-
vities that are more forward-looking (or predictive) in nature.
Given a customer transaction database, we are interested in
making forecasts about the future purchasing by the firm's
customers. These projections can range from aggregate sales
trajectories (e.g., the total purchasing by the existing customer
base for the next 52 weeks) to individual-level conditional
expectations (i.e., the best guess about a particular customer's
Inc. Published by Elsevier B.V. All rights reserved.
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Fig. 1. A probability modeler's view of the transaction process.

1 This approach should also not be confused with work, such as Pfeifer and
Carraway (2000), that uses Markov chains to characterize behavior. Such work
does not account for heterogeneity in the underlying behavior characteristics,
which can lead to misleading interferences about the nature of buying behavior
(Massy et al. 1970).
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future purchasing, given information about his past behavior).
We feel that the ability to make such individual-level pre-
dictions lies at the heart of any serious attempt to compute the
(residual) customer lifetime value of a firm's (existing) custo-
mers on a systematic basis. (See Blattberg, Malthouse, and
Neslin (accepted for publication); Jain and Singh (2002);
Kumar, Ramani, and Bohling (2004); Kumar et al. (accepted for
publication); and Malthouse and Blattberg (2005) for other
perspectives on the issue of computing customer lifetime value
(CLV).)

In this paper we provide an overview of a class of parsimo-
nious models (called probability models) that are being used to
meet these rising challenges. While many of these models were
first developed by marketing scientists years ago — often in
different contexts for different analytical purposes — their
usefulness for customer-base analysis is now becoming quite
clear. In reviewing these models, we highlight some of the key
differences (and similarities) across different kinds of business
settings and customer relationships, and discuss some of the
unique modeling and measurement issues that arise across
them.

The probability modeling approach

Starting with Ehrenberg (1959), there has been a strong
tradition of probability models in marketing. (Also see classic
texts such as Ehrenberg (1988), Greene (1982) and Massy,
Montgomery, and Morrison (1970). A probability modeler
approaches the modeling problem with the mindset that
observed behavior is the outcome of an underlying stochastic
process. That is, we only have a “foggy window” as we attempt
to see our customers' true behavioral tendencies, and therefore
the past is not a perfect mirror for the future. For instance, if a
customer made two purchases last year, is he necessarily a “two
per year” buyer, or is there some chance that he might make
three or four or perhaps even zero purchases next year? With
this kind of uncertainty in mind, we wish to focus more on the
latent process that drives these observable numbers, rather than
the observables themselves.

As illustrated in Fig. 1, the transactions associated with a
customer — those observed in the past and those from the as-
yet-to-be-observed future — are a function of that customer's
underlying behavioral characteristics (denoted by θ). That is,
past= f (θ) and future= f (θ).

The starting point is to specify a mathematical model in
which the observed behavior is a function of an individual's
latent behavioral characteristics (i.e., past= f (θ)). This is done
by reflecting on what simple probability distribution (e.g.,
Poisson, binomial, exponential) can be used to characterize the
observed behavior. (In many cases, including those to be
discussed in this paper, observed behavior may be characterized
using a combination of these basic probability distributions.) By
definition, we do not observe an individual's latent character-
istics (θ). Therefore, the next step is to make an assumption as to
how these characteristics vary across the customer base by
specifying amixing distribution that captures the cross-sectional
heterogeneity in θ. (The choice of distribution(s) is typically
driven by the dual criteria of flexibility and mathematical
convenience.) Combining this with the distribution for
individual-level behavior gives us a mixture model, which
characterizes the behavior of a randomly chosen customer.1

After fitting the mixture model to the data, a straight-forward
application of Bayes' theorem enables us to make inferences
about an individual's latent characteristics (θ) given his
observed behavior. We can then make predictions regarding
future behavior as a function of the inferred latent character-
istics. Note that there is no attempt to explain the variation in θ
as a function of covariates; we are, in most cases, content to
capture the variation using probability distributions alone.

This two-step approach (θ= f (past) and future= f (θ) can be
contrasted with the single-step approach (future= f (past)
associated with the use of regression models (and more
sophisticated data mining procedures). Fader, Hardie, and Lee
(2006) suggest that there are several advantages associated with
the use of a formal probability model. First, there is no need to
split the observed transaction data into two periods to create a
dependent variable; we can use all of the data to make inferences
about the customers' behavioral characteristics. Second, we can
predict behavior over future time periods of any length; we can
even derive an explicit expression for CLV over an infinite
horizon (with discounting to acknowledge the lower present
value of purchases that occur in the distant future).

While there is little that is truly new about these concepts, per
se, their use in customer-base analysis exercises has been
relatively limited— particularly when compared to the usage of
regression-like methods. (For example, they receive no cover-
age in basic trade books such as Berry and Linoff (2004) and
Parr Rud (2001).) As firms become more serious about
becoming customer-centric, it is imperative for them to use
the right methods— and to use them the right way, based on the
different kinds of business settings in which they operate. We
now explore some of these differences in more detail.

Classifying analysis settings

Before moving ahead to our review of specific probability
models, we need to classify different kinds of firm–customer
relationships, which will drive the choice of the probability



Fig. 2. Classifying customer bases.

63P.S. Fader, B.G.S. Hardie / Journal of Interactive Marketing 23 (2009) 61–69
distributions we use, as well as other tangible implementation
details. Consider, as a starting point, the following two state-
ments regarding the size of a company's customer base:

• Based on numbers presented in a January 2008 press release
that reported Vodafone Group Plc's third quarter key perfor-
mance indicators, we see that Vodafone UK has 7.3 million
“pay monthly” customers.

• In his “Q4 2007 Financial Results Conference Call,” the
CFO of Amazon made the comment that “[a]ctive customer
accounts [representing customers who ordered in the past
year] exceeded 76 million, up 19%.”

While both statements might seem perfectly logical at face
value, more careful consideration suggests that only one of
them (the first one) is a valid description of the true size of the
firm's customer base. We can be reasonably confident about
the number of “pay monthly” customers that Vodafone UK has
at any single point in time. As these are contract customers (as
opposed to customers on “pay as you talk”/pre-paid tariffs),
the customer must tell Vodafone when he wishes to switch his
mobile phone provider. Therefore, Vodafone knows for sure
the time at which any customer formally becomes “inactive.”

In contrast, the CFO of Amazon talks of “active customers”
being those who have placed an order in the past year. Can we
assume that someone is no longer a customer just because their
last order was placed 366 days ago? Furthermore, can we
necessarily assume that, just because a customer placed an order
364 days ago, he is still an active customer? We should not
make such assumptions; this 12-month cut-off point is arbitrary.
If we were to change the cut-off point to nine months, the
apparent size of Amazon's customer base would be smaller,
even though the true size would remain unchanged. This is an
example of what Reinartz and Kumar (2000) call a noncon-
tractual setting, a key characteristic of which is that the time at
which a customer becomes inactive is unobserved by the firm;
customers do not notify the firm “when they stop being a
customer. Instead they just silently attrite” (Mason, 2003, p. 55).
As such, any firm that has a noncontractual relationship with its
customers can never know for such how many customers it has
at any point in time.

This contractual/noncontractual distinction as to the type of
relationship the firm has with its customers is of fundamental
importance for any developer of models for customer-base
analysis. The key challenge of noncontractual settings is how
to differentiate those customers who have ended their
relationship with the firm (without informing the firm) from
those who are simply in the midst of a long hiatus between
transactions. (We can never know for sure which of these two
states a customer is in; however, we will be able to make
probabilistic statements, as we will discuss shortly.)

To further refine our general classification of business
settings that managers may encounter, consider the following
four specific business settings: airport lounges (e.g., United's
“Red Carpet Club”), electrical utilities, academic conferences,
and mail-order clothing companies. The first two are clearly
contractual settings since, in both cases, the time at which a
customer becomes inactive is observed by the firm. (In the case
of the airport lounge, the “notification” occurs by default when
the customer fails to renew her membership.) The last two are
clearly noncontractual settings; in the case of academic
conferences, there is no reason for a past attendee to contact
the conference organizers to inform them of the fact that he has
no intention of attending any more conferences.

Reflecting on the first and third settings, we see that the
transactions can only occur at discrete points in time. The
conference occurs at a specific point in time, and one either
attends or does not attend; if the conference is scheduled for
June 20–23, one cannot attend it on May 30! Similarly, the
airline lounge membership lapses at a specific point in time and
the member either renews or does not renew. On the other hand,
one characteristic shared by the second and fourth settings is
that there are no constraints as to when the customer can
purchase clothing or end her relationship with the firm. Thus we
can talk of a second distinction: are the opportunities for
transactions restricted to discrete points in time or can they
occur at any point in time?

These two dimensions lead to a classification of customer
bases, adapted from Schmittlein, Morrison, and Colombo
(1987), as illustrated in Fig. 2.

When developing any model for customer-base analysis, we
must ask ourselves for which quadrant it is designed. While in
certain circumstances a model developed for a discrete setting
can be applied in a continuous setting (and vice versa), the
contractual/noncontractual divide is fundamental and the
boundary cannot be crossed: it is completely inappropriate to
apply a model developed for a contractual setting in a
noncontractual setting (and vice versa). For the remainder of
the paper, we use this framework to guide our review of the
literature.

Noncontractual settings

We begin in the upper-left quadrant of Fig. 2, the setting
that has received the most attention by those developing and
using probability models for customer-base analysis.



Fig. 3. Illustrative transaction histories.

Fig. 4. Typical cumulative sales pattern for a cohort of customers in a
noncontractual, continuous-time setting.

Fig. 5. Individual-level and aggregate view of the “buy till you die” purchasing
scenario.
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To understand the objectives of these modeling exercises, let
us consider the transaction histories for four customers as
illustrated in Fig. 3 (where the occurrence of a transaction is
denoted by ×).

As this is a noncontractual setting, we do not know whether
or not any given customer is still “alive” at time T. Reflecting on
these transaction patterns:

• While customers B and C have both made four purchases in
the interval (0, T], the fact that a long time has passed since
C's last transaction means that it is very likely that he is
actually no longer an active customer. As a result, we would
expect more purchases from B in the future.

• While customer A's last purchase occurred at the same time as
that of customer C, the long hiatus could simply be a function
of the fact she appears to be a light buyer. As a result, A ismore
likely to be “alive” at T than C. (Whether or not we can expect
more purchases fromA in the future is an open question: while
C is less likely to be “alive,” her purchase rate, conditional on
being “alive,” is likely to be higher than that of A.)

• Customers' B and D last purchases occurred at the same
time, so they probably have an equally (high) likelihood of
being active at time T. However we would expect fewer
purchases in the future from D given his smaller number of
observed purchases in the period (0, T].

The primary objectives of the probability models developed
for this quadrant have been i) to predict which customers are
most likely to be “alive” at T (given their individual purchase
histories), and ii) to make predictions as to the amount of
business we could expect from each of them in the future.

The standard probability model used to model repeat-
buying behavior is the NBD (Ehrenberg 1959; Morrison and
Schmittlein 1988), under which i) a customer is assumed to
purchase “randomly” around his or her (time-invariant, or
stationary) mean transaction rate (characterized by the Poisson
distribution) and ii) customers are assumed to differ in their
transaction rates (characterized by the gamma distribution).
However, if we track the purchasing by a cohort of customers
over time, we often observe a pattern of cumulative sales as
illustrated in Fig. 4. Since a steady aggregate buying rate
would be reflected by a straight line, we are clearly observing a
form of nonstationarity (specifically a “slowing down”) in the
aggregate buying rate.

There are many processes that could give rise to such a
pattern of aggregate buying behavior. In their seminal paper,
Schmittlein, Morrison, and Colombo (1987) propose a “buy till
you die” explanation as illustrated in Fig. 5. Ignoring the effect
of random purchasing around their means, individual customers
purchase the product at steady but different underlying rates, as
evidenced by the different sloped lines. At different points in
time they become inactive or “die.” (What lies behind this
death? It could be a change in customer tastes, financial cir-
cumstances, and/or geographical location, the outcome of bad
customer service experiences, or even physical death, to name
but a few possible causes. But given the modeling objectives,
why this death occurs is of little interest to us; our primary goal
is to ensure that the phenomenon is captured by the model.)

More formally, it is assumed that a customer's relationship
with the firm has two phases: he is “alive” for an unobserved
period of time, then becomes permanently inactive. While
“alive,” the customer's purchasing is characterized by the NBD
model. The customer's unobserved “lifetime” (after which he is
viewed as being permanently inactive) is treated as if random,
characterized by the exponential distribution, and heterogeneity
in underlying dropout rates across customers is characterized by
the gamma distribution. Noting that a gamma mixture of
exponentials is also known as the Pareto (of the second kind)
distribution, the resulting model of buyer behavior is called the
Pareto/NBD.

It turns out that, given the model assumptions, we do not
require information on when each of the x transactions occurred
(as illustrated in Fig. 3). The only customer-level information
required to estimate the four model parameters and then make
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individual-level predictions are recency and frequency. This is a
very important result that ties this model to the traditional direct
marketing literature (e.g., David Shepard Associates 1999;
Hughes 2006), and makes the data requirements for imple-
mentation relatively simple (Fader and Hardie 2005).

The notation used to represent this recency and frequency
information is (x, tx, T), where x is the number of transactions
observed in the time interval (0, T] and tx (0b tx≤T) is the time
of the last transaction. Schmittlein, Morrison, and Colombo
(1987) derive expressions for (amongst other things) P(alive |x,
tx, T), the probability that an individual with observed behavior
(x, tx, T) is still “alive” at time T, and E[X(T, T+ t)|x, tx, T], the
expected number of transactions in the future period (T, T+ t]
for an individual with observed behavior (x, tx, T).

Empirical validations of the model are presented in
Schmittlein and Peterson (1994) and Fader, Hardie, and Lee
(2005b), amongst others; its predictive performance is impress-
ive. Recent applications of this model include the work of
Reinartz and Kumar (2000, 2003) on customer profitability,
Hopmann and Thede (2005) on “churn” prediction, and
Wübben and Wangenheim (2008) and Zitzlsperger, Robbert,
and Roth (2007) on managerial heuristics for customer-base
analysis.

The basic Pareto/NBD model has been extended in a number
of directions.

• Ma and Liu (2007) and Abe (2008) explore the use of
MCMC methods for parameter estimation.

• Abe (2008) and Fader and Hardie (2007b) allow for the
incorporation of time-invariant covariate effects.

• Schmittlein and Peterson (1994) and Fader, Hardie, and Lee
(2005b) augment this model for the flow of transactions with a
submodel for “monetary value” (i.e., average spend per
transaction). In both cases, a customer's underlying spend
per transaction is assumed to be independent of his transaction
flow. Glady, Baesens, and Croux (2008) propose an extension
in which this assumption of independence is relaxed.

• Fader, Hardie, and Lee (2005b) derive an expression for what
they call “discounted expected residual transactions” which,
when combined with the submodel for spend per transaction,
allows us to estimate a customer's expected residual lifetime
value conditional on his observed behavior. One of the key
contributions of this work is that we only need to know three
things about a customer's buying behavior in a given time
period in order to compute their residual lifetime value:
recency, frequency, and monetary value (i.e., RFM).

• In some situations we do not have access to recency and
frequency data; for example, we may only have a series of
cross-sectional summaries, such as those reported in the
Tuscan Lifestyles case (Mason 2003). By only relying on
data in histogram form, any individual-level information
about each customer (e.g., recency and frequency) is lost,
which may lead some to think that we cannot apply the
Pareto/NBD model. Fader, Hardie, and Jerath (2007) show
how the model parameters can still be estimated using
such “repeated cross-sectional summary” data, despite this
limitation.
• Under the Pareto/NBD model, the customer's unobserved
“death” can occur at any point in time. Jerath, Fader, and
Hardie (2007) present a variant in which it can only occur at
discrete points in calendar time, which they call the periodic
death opportunity (PDO) model. When the time period after
which each customer makes his or her dropout decision
(which is called periodicity) is very small, the PDO model
converges to the Pareto/NBD. When the periodicity is longer
than the calibration period, the dropout process is “shut off”
and the PDO model converges to the basic (i.e., no death)
NBD model.

Despite being published in 1987, the Pareto/NBD has seen
relatively limited “real-world action,” the major problem being
perceived challenges with respect to parameter estimation. To
address this problem, Fader, Hardie, and Lee (2005a) develop a
variant of the Pareto/NBD model that they call the beta-
geometric/NBD (BG/NBD). Changing the “death” story to one
where a customer can become inactive after any transaction
with probability p and where heterogeneity in dropout
probabilities across customers is captured by a beta distribution
(i.e., a beta-geometric death process) results is a model that is
vastly easier to implement; for instance, its parameters can be
obtained quite easily in Microsoft Excel. As the two models
yield very similar results in a wide variety of purchasing
environments, the BG/NBD can be viewed as an attractive
alternative to the Pareto/NBD in most applications. The BG/
NBD model has itself been modified and extended by several
researchers (Batislam, Denizel, and Filiztekin, 2007; Batislam,
Denizel, and Filiztekin, 2008; Fader and Hardie 2007b; Hoppe
and Wagner 2007; Wagner and Hoppe 2008).

The “buy till you die” framework that is common to all these
models is not the only way to capture the slowing down in
aggregate purchasing illustrated in Fig. 4. While there are many
other ways of capturing nonstationarity in buying rates, such as
those used by Moe and Fader (2004) and Fader, Hardie, and
Huang (2004) in different settings, they are typically more
difficult to implement, generally requiring the full transaction
history (i.e., cannot be estimated using only recency and fre-
quency data). Furthermore, no one has yet derived expressions
for quantities such as P(alive) and conditional expectations,
which are central to any forward-looking customer-base
analysis exercise.

Other researchers have sought to relax what they view as the
overly restrictive assumption of exponentially distributed
interpurchase times that corresponds to the Pareto/NBD's
assumption of individual-level Poisson purchasing using, for
example, an Erlang distribution (Wu and Chen 2000) or a
generalized gamma distribution (Allenby, Leone, and Jen,
1999). Once again, such extensions are more difficult to
implement, typically requiring the full transaction history, and
there are no expressions for quantities such as P(alive) and
conditional expectations for these alternative models.

All these models are for noncontractual settings where the
transaction can occur at any point in time. As noted in Section
3, such an assumption does not always hold (e.g., an annual
conference can only be attended at a discrete point in time). In
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other situations, the transaction can perhaps occur at any point
in time but is treated as discrete by management. For example,
a charity may record the behavior of each member of its
supporter base in terms of whether or not they responded to the
year x fund drive, even though the check could be received at
any point in calendar time. Even for business settings that are
truly noncontractual/continuous-time in nature, management
may wish to discretize them for ease of summarization or data
storage; this is particularly appropriate for very rare events.
See, for example, Berger, Weinberg, and Hanna’s (2003)
characterization of the “repeat cruising” behavior of customers
of a cruise ship company in terms of whether or not they make
a repeat cruise in each of the four years following the year of
their first-ever cruise with the company.

In these discrete-/discretized-time settings, a customer's
transaction history can be expressed as a binary string, where 1
indicates that a transaction took place at the discrete point in
time (or during the specified time interval), 0 otherwise. (See,
for example, the summary of “repeat cruising” behavior from
Berger, Weinberg, and Hanna’s (2003) as reported in Fig. 6.) As
in the case of the continuous-time setting, the challenge facing
the modeler is determining whether a sequence of 0’s reflects a
“dead” customer or simply one that is in the middle of a long
hiatus since the last transaction.

The natural starting point for the modeling of such data is to
assume a Bernoulli purchasing process (as opposed to the
Poisson purchasing process associated with most of the models
for continuous-time settings discussed above). One such
example is presented in Colombo and Jiang (1999). Another
example is given in Fader, Hardie, and Berger (2004b): using
the “buy till you die” framework, they assume Bernoulli
purchasing with beta heterogeneity while “alive,” with another
Bernoulli death process (which leads to geometrically
distributed lifetimes) with beta heterogeneity. The resulting
model is called the BG/BB model. It is interesting to note that
as the length of the discrete time period tends to zero, the beta-
Bernoulli purchasing process tends to an NBD, while the beta-
geometric time-to-death distribution tends to a Pareto (of the
second kind) distribution. In order words, the BG/BB is a
discrete-time analog of the Pareto/NBD model that tends to the
Pareto/NBD when the length of the discrete time period tends
to zero.
Fig. 6. Summarizing repeat purchasing for luxury cruises.
As with the Pareto/NBD and BG/NBD models, it turns out
that the BG/BB model does not require information on when
each of the x transactions occurred (i.e., the complete binary
string as illustrated in Fig. 6); the only customer-level infor-
mation required to estimate the four model parameters and then
make individual-level predictions are recency and frequency.
Fader, Hardie, and Huang (2004a); Fader, Hardie, and Berger
(2004) derive expressions for (amongst other things) P(alive),
the expected number of purchases in a future time period, and the
“discounted expected residual transactions,” all conditional on
the customer's recency and frequency data.

The Bernoulli purchasing process assumes that the prob-
ability of making a purchase in one period is independent of
whether or not a purchase was made in the preceding period.
This assumption of a zero-order purchasing process at the
individual level can be relaxed by assuming some type of first-
order Markov process. An example of this is the Markov chain
model of retail customer behavior at Merrill Lynch of Morrison
et al. (1982) in which the “Brand Loyal Model” of Massy,
Montgomery, and Morrison (1970) was extended by adding a
(homogeneous) “exit parameter.”

In contrast to the case of noncontractual, continuous-time
settings, this setting (i.e., the lower-left quadrant of Fig. 2) has
received little attention by model developers, and there are few
published applications of these models. We find this surprising
and feel that it is an area of research that deserves more
attention.

Contractual settings

As previously noted, the defining characteristic of a
contractual setting is that customer attrition is observed by the
firm. The questions of managerial interest are typically either i)
“which customers have the greatest risk of churning next
period?” or ii) “how much longer can we expect this customer to
stay with us, given information about his relationship with us to
date?”, the answer to which lies at the heart of any attempt to
compute CLV in a contractual setting.

The first question is best answered using traditional
regression-type models and other predictive data mining
tools; see Berry and Linoff (2004); Blattberg, Kim, and Neslin
(2008); Neslin et al. (2006); and Parr Rud (2001). A typical
analysis exercise may use a logit model to predict churn where
the independent variables include behavioral variables such as
usage in the previous period, changes in usage over the last
two periods, customer-initiated contacts with the company
(e.g., contacting the call center), and marketing activity by the
firm.

Such models are of limited value when faced with the
second question, however. Standing at the end of period t, it
would not be possible to predict contract renewal probabilities
for period t+3 since we do not have the values of the
independent variables for period t+2, let alone period t+1.
Such a question is best addressed using duration-time models,
which can better accommodate these longitudinal issues.

In this setting, the modeler is not faced by the challenge of
trying to differentiate between a customer who has ended his or
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her relationship with the firm and one who is merely in the midst
of a long hiatus between transactions. As such, there is a larger
stock of existing probability models that the analyst can draw to
model contract duration.2 Most of these existing models are for
settings where the event of interest (i.e., customer attrition) can
occur at any point in time. When operating in discrete-time
contractual settings (i.e., the lower-right quadrant of Fig. 2),
there is a smaller stock of existing models.

The general model for discrete-time duration data is the
shifted-beta-geometric (sBG) model (Kaplan 1982, Weinberg
and Gladen 1986). In a customer-base analysis setting, it is
formulated by assuming that i) at the end of each contract
period, an individual remains a customer of the firm with
constant retention probability 1−θ (which is equivalent to
assuming that the duration of the customer's relationship with
the firm is characterized by the (shifted) geometric distribution),
and ii) individual differences in θ are characterized by the beta
distribution. Despite what may seem to be overly simplistic
assumptions, the analyses presented in Fader and Hardie
(2007a) demonstrate that the model generates very accurate
forecasts of retention.

For any given cohort of customers, we almost always
observe increasing retention rates over time (something that is
ignored in most introductory discussions of CLV; e.g., Berger
and Nasr 1998; Dwyer 1989). For example, “renewal rates at
regional magazines vary; generally 30% of subscribers renew at
the end of their original subscription, but that figure jumps to
50% for second-time renewals and all the way to 75% for
longtime readers” (Fielding 2005, p. 9). This is often expressed
as a decrease in churn propensity as a customer's tenure
increases (e.g., Reichheld 1996; Hughes 2006). Many practi-
tioners would explain this in terms of individual-level time
dynamics (e.g., increasing loyalty as the customer gains more
experience with the firm). We note that the aggregate retention
rate associated with the sBG model is an increasing function of
time, even though the individual-level retention probability is
constant. In other words, the observed aggregate retention rate
dynamics can be viewed as the result of a sorting effect in a
heterogeneous population where individual customers exhibit
no retention-rate dynamics.

Fader and Hardie (2009) derive an expression for what they
call “discounted expected residual lifetime” which, when
combined with an estimate of expected net cashflow per period,
allows us to estimate a customer's expected residual lifetime
value conditional on his length of tenure as a customer. They
then use this to explore the task of computing the expected
residual value of a customer base and retention elasticities (cf.
Pfeifer and Farris 2004; Gupta accepted for publication; Gupta
and Lehmann 2003; Gupta, Lehmann, and Stuart 2004).

Turning to the upper-right quadrant of Fig. 2, the continuous-
time analog of the sBG is the exponential-gamma (or Pareto of
the second kind) distribution, a very common probability model
of duration times that has been used to model, amongst other
things, new product trial (Hardie, Fader, and Wisniewski 1998),
2 Some researchers have even proposed the use of nonparametric methods to
model contract duration and therefore CLV (e.g., Pfeifer and Bang, 2005).
life expectancies of retail franchise stores (Dekimpe and
Morrison 1991), and the duration of jobs, strikes, and wars
(Morrison and Schmittlein 1980). Despite this tradition of using
continuous-time models to study a wide variety of marketing
(and other) phenomena, there has been limited interest in using
them for forward-looking customer-base analysis exercises.

The continuous-time analog of the churn rate is the hazard
function. The hazard function of the exponential-gamma model
decreases as a function of time (i.e., it exhibits negative duration
dependence), even though the hazard function associated with
the individual-level exponential distribution is constant over
time. Thus the aggregate duration dependence is simply the
result of a sorting effect in a heterogeneous population, as was
the case with the sBG model in discrete-time settings.

Many new analysts find this result uncomfortable, contend-
ing that the phenomenon of increasing retention rates (or
decreasing churn rates) should be captured at the level of the
individual customer. In order to accommodate this, we can
replace the exponential distribution with the Weibull distribu-
tion, which not only captures negative duration dependence at
the individual-customer-level but also allows for positive
duration dependence (i.e., churn increasing as a subscriber's
tenure increases). Unobserved heterogeneity can be captured
using a gamma distribution, giving us the Weibull-gamma
distribution (Morrison and Schmittlein 1980).

Schweidel, Fader, and Bradlow (2008) find that the basic
exponential-gamma structure is often quite acceptable; that is,
aggregate retention rate dynamics are simply the result of a
sorting effect in a heterogeneous population. When a Weibull-
based model provides a better fit, the finding is that individual
subscribers exhibit positive duration dependence (i.e., an
increasing likelihood of churn over time), even though the
aggregate churn rates are decreasing over time. This finding is
supported by the work of Jamal and Bucklin (2006).

Discussion

We have reviewed a set of probability models that can be
used as a basis for forward-looking customer-base analysis
exercises, structuring the review around the central distinction
of contractual vs. noncontractual business settings and the
secondary distinction of whether transactions can occur at any
point in time or only at discrete points in time. The common
thread linking these models is the approach taken in model
development. Observed behavior is modeled as a function of an
individual's latent behavioral characteristics using simple
probability distributions (or combinations thereof), with other
probability distributions used to characterize heterogeneity in
these latent characteristics. The application of Bayes' theorem
enables us to make inferences about an individual's latent
characteristics and therefore compute quantities such as the
P(alive), the expected number of purchases in a future time
period, mean residual lifetime and (residual) CLV, all condi-
tional on the customer's observed behavior.

These are all parsimonious models of buyer behavior. While
it may be tempting to develop complex models that encompass
the richness of a specific application setting, the philosophy
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underlying these models is an evolutionary approach to model
building — one in which we start with the simplest reasonable
representation of the behaviors of interest, with a view to
creating an easy-to-implement model (Fader and Hardie 2005).
Further texture is added to the model only if the end-use
application really requires it (i.e., only when the end user finds
that the basic structure is indeed too simple).

It is interesting to reflect on the fact that the building blocks
of these models were developed at a time when data were
scarce; the models were used to extract as much “value” from
the small amounts of data at hand. How times have changed!
The proverbial fire hose is invoked over and over again, and
advances in computation are not enough to keep up with the
ever-increasing torrent of data. The models presented here come
into their own in such an environment as they are simple to
implement and make use of easy-to-compute data summaries. A
fifty-year tradition of probability models in marketing lives on.
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